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Abstract

Recent work in end-to-end generation
has reduced the need for knowledge-
engineering, but is insufficiently sensi-
tive to discourse structure. We present
a method for inducing clause-combining
rules for use in a traditional natural lan-
guage generation architecture to address
this gap. Our algorithm is able to learn
all of the clause-combining rules present
in the SPaRKy restaurant corpus from ex-
emplary input-output pairs and is currently
being extended to include the induction of
both lexicalization and referring expres-
sion rules. We also describe initial work
applying this technique in a new domain.

1 Introduction

A traditional natural language generation (NLG)
system uses a sequence of hand-crafted compo-
nents to generate high-quality text (Reiter and
Dale, 2000). This requires considerable amounts
of expert attention, leading to recent work to re-
duce the amount of knowledge-engineering re-
quired at the content-planning (Duboue and McK-
eown, 2001; Barzilay and Lapata, 2005) and
surface realization (Reiter, 2010; Rajkumar and
White, 2014) levels. So far, however, the inter-
vening sentence planning, or microplanning, has
been more difficult to automate.

This has motivated a focus on learning com-
plete end-to-end generation systems. Angeli et al.
(2010) describe an end-to-end system which maps
database records to surface realizations by select-
ing a sequence of records, choosing which fields
of those records to express, and finally choos-
ing a sequence of words to express the values
of those fields. Konstas & Lapata (2013) gen-
eralize this approach but point out that handling
discourse-level structures remains for future work.

As such, their work relies on “pre-aggregating”
propositions relating to the same entity into a sin-
gle database record in order to aggregate proposi-
tions. Many aggregation operations, however, are
dependent on the linguistic structure of a text and
not just the propositional content that can be pre-
specified as input to the generator.

We present a system which fills this gap by
learning clause-combining rules in the context of
a traditional NLG architecture. The approach uses
lexico-semantic dependency edits to capture these
operations and is therefore closely related to An-
grosh & Siddhartan’s (2014) system for simplifi-
cation which uses lexico-syntactic rewrite rules.
Our system extends their approach, taking into ac-
count constraints, based on shared structure be-
tween discourse subtrees, that are crucial to the
accurate application of aggregation operations.

Here we present an overview of the approach
and explain how developers can use rule induction
coupled with a broad-coverage parser in the devel-
opment of generation systems for new domains.

2 Inducing clause-combining rules

2.1 The SPaRKy Restaurant Corpus

Walker et al. (2007) developed SPaRKy as
an extension to the MATCH system (Walker et
al., 2004) for restaurant recommendations. One
byproduct of their study is the SPaRKy Restau-
rant Corpus (SRC), a collection of content plans,
textplans, and surface realizations of those plans
accompanied by user ratings. While the propo-
sitional content of the text plans is limited to the
properties of the various restaurants, such as their
food quality or their location, crafting contrastive
recommendations requires the careful application
of aggregation operations. Therefore this corpus is
a good resource for developing novel approaches
to clause-combining operations and their induc-
tion.



Figure 1: Example of an induced rule for apposition. The rule requires that the subjects of the have and
be predicates be equivalent and, if they are, maps the description of the restaurant to an apposition in the
aggregated LF.

2.2 Rule Induction Method

The input-output pairs used by our method are log-
ical forms of the kind used in OpenCCG1. Dur-
ing development we used hand-crafted lexicaliza-
tion rules based on parses of the SRC realizations
using a broad-coverage grammar of English, al-
though these rules can be easily acquired using an
align-and-factor approach similar to that described
below. These lexicalization rules are applied to the
SRC textplans to produce input LFs for the learn-
ing algorithm. The output LFs are produced by
applying a set of hand-crafted clause-combining
operations to these input LFs.2

Input LFs are aligned to the corresponding out-
put LFs using an alignment routine which aligns
unique lexical matches first and then greedily
aligns remaining nodes based on the number of
parent and child nodes already aligned. Using this
alignment the algorithm computes the set of dif-
ferences between the input and the output in terms

1http://openccg.sf.net
2These hand-crafted rules result in LFs that are equivalent

to those produced by parsing the SRC realizations directly.
We generate an initial training set in this fashion to demon-
strate the principles of our approach on clean data.

of insertions and deletions of nodes, edges, and at-
tributes. The algorithm analyses these edits to de-
termine constraints on the induced rule, specifying
when it is licensed and when it is not.

3 Current and Future Work

The approach we describe works well with clean
training data, so we are now evaluating its perfor-
mance on more realistic data. In particular, we are
extending the approach to learn mappings from
textplans to lexicalized LFs so we can do away
with the grammar-derived, hand-crafted rules for
lexicalization. Naturally, we are also using parses
from the SRC in place of outputs of hand-crafted
rules to determine the full extent to which humans
can be removed from the pipeline.

Furthermore, we are now beginning work on
a new in-car dialogue system whose test-case is
booking movie and other reservations in German.
This new domain provides an opportunity to ap-
ply the approach in the development of a novel
NLG system and evaluate the extent to which we
have achieved our goal of reducing the need for
knowledge-engineering in microplanning.
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