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1 Introduction 

The goal of this deliverable is to provide a summary of existing approaches towards extracting 

information from unstructured datasources, existing text mining and semantic annotation platforms 

that can be adapted and deployed as part of the Data Integration and Federation Platform of CUBIST 

(D2.3.1), as well as an assessment of the suitability of these platforms with respect to the particular 

requirements of CUBIST use cases for analyzing unstructured data. 

The three use cases of CUBIST vary significantly with respect to their requirements for extracting 

information from text. On the one side of the spectrum is the HWU use case, where there are no 

unstructured data sources at present, so no text mining and extraction is required at all in the context of 

the use case. The SAS use case provides a mixture of mostly structured and some unstructured data 

sources, where the expectation is to be able to identify entities and relations from texts and interlink 

them with the corresponding documents. The INN use case is the one where the text mining task is of 

highest importance, not only because most of the data sources are unstructured, but also due to specific 

requirements of the use case for automated qualification extraction and sentiment/opinion mining, 

which go beyond the traditional information extraction and semantic annotation. 

This deliverable is organised as follows: 

 Section 2 provides a brief introduction to the domain of text mining and semantic annotation 

which will be used in order to extract and integrate information from unstructured data 

sources. 

 Section 3 provides a brief overview of the GATE and KIM text mining and semantic 

annotation platforms which will be used and extended within D2.3.1 in order to support the 

requirements of the CUBIST use cases. 

 Finally, section 4 provides an assessment of the suitability of the GATE and KIM platforms 

with respect to the specific requirements of CUBIST use cases with respect to extracting 

information from unstructured data sources.   
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2 Text mining 

Text mining is the process of deriving high-quality structured information from unstructured (textual) 

data in natural language. This involves the process of: 

a) structuring the input text (usually parsing, along with the addition of some derived linguistic 

features and the removal of others, and subsequent insertion into a database); 

b) deriving patterns within the structured data; 

c) evaluation and interpretation of the output. 

 

Typical text mining tasks include: 

 text categorization,  

 concept/entity extraction,  

 taxonomy or ontology generation,  

 sentiment/opinion analysis,  

 document summarization,  

 relationship extraction (i.e., learning relations between named entities). 

The textual datasources – for example: user manuals, instructions, reports, etc – contain information 

which has to be processed and transformed into structured metadata in order to be aligned with 

existing entities in the knowledge base (semantic database). The generation of metadata is a process of 

information extraction and assigning information based on a given ontology in the form of 

annotations.  

 

The acquiring of metadata from texts happens with natural language processing (NLP) based 

techniques which identify relevant pieces of information.  Usually natural language processing 

techniques are being used in the language expression identification phase. In this phase chunks of text 

are identified as describing information referred to with certain metadata (Figure 1). 

 

 

Figure 2. Transformation of text into metadata. 

 

The transformation of textual information into metadata is the process of identifying chunks of text, 

sequences of words, as describing particular metadata.  

  

With the rapid growth of electronic resources and the continuous emergence of new information 

requirements, acquiring effective metadata has become more difficult. Major problem with processing 

the content in order to transform it into metadata is the recognition of the right textual elements and 

< metadata1 > < metadata2> 
> 

[TxtChunk1] [TxtChunk2] [TxtChunk3] 
[TxtChunk4] 

Figure 1. Transformation of text into metadata 

http://en.wikipedia.org/wiki/Information
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Text_categorization
http://en.wikipedia.org/wiki/Concept_mining
http://en.wikipedia.org/wiki/Sentiment_analysis
http://en.wikipedia.org/wiki/Document_summarization
http://en.wikipedia.org/wiki/Named_entity_recognition
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mapping them to the correct elements of the existing knowledge base, e.g. finding one representation 

of a unique object.  

 

Typical challenges that arise during the process of text mining are: 

 

 How to identify relevant information  

 How to aggregate relevant information 

 How to select relevant information 

 How to present relevant information 

 

2.1 Semantic Annotation 

 

Semantic annotation is the process of identifying knowledge elements in text and mapping them to 

instances and entities in a given knowledge base. It is the process of automatic generation of named-

entity
1
 annotations with class and instance references to a semantic repository (Figure 2). Semantic 

annotation is applicable for web, non-web documents, and text fields in databases.  

 

 

Figure 2. Semantic annotation 

 

The semantic annotation process can be seen as a classical named entity recognition and annotation 

process. The named entity type is specified by reference to an ontology, and the semantic annotation 

requires identification of the entity. The approach of semantic annotation comprises two processes: (a)  

information extraction and (b) identity resolution.  

 

                                            
 
1 Named-entity stands for a phrase that clearly identifies one item from a set of other items that have similar atributes (person 

names, company names, geographic locations, etc.) 
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Figure 3. Semantic annotation in use 

 

2.2 Information Extraction  

 
Information extraction refers to the lightweight process of detecting pieces of relevant informational 

units in texts and representing them in the form of attribute/value templates [3][4]. For example, the 

information extraction engine will detect the expression ―event in London‖ and place the word 

―London‖ in the respective template as the value for the attribute ―location‖. 

 

Some natural language processing techniques explore particular parts of the texts to identify named 

entities such as: 

 organization names,  

 person names,  

 geographical locations, 

 monetary units, 

 time expressions  

 

Named Entity Recognition (NER) is a subtask of the information extraction process, which identifies 

and classifies language expressions into predefined categories, and annotates the input text with the 

recognized categories.  

 

There are different approaches to information extraction: 

 

 Statistical approaches, where Machine Learning techniques are employed in order to train a 

statistical model for NER. The main advantage of this approach is that the NER model can be 
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bootstrapped relatively quickly, even with a limited training corpus. The main disadvantage of 

this approach is that the quality of the results depends on the data in the training corpus, e.g. if 

some patterns are not present in the training corpus, then naturally the final NER model will 

not be able to recognize them in new texts. 

 

 Rule-based approaches, where some sort of a rule base is created in order to describe the most 

common patterns that the NER system should recognize. The patterns usually are based on 

regular expressions, though the specific pattern language may provide many additional 

extensions and capabilities. The main advantage of this approach is that the rule base 

compilation process does not need training corpora, e.g. the respective expert may describe 

rules even for patterns that are not available in a specific training corpus. The main 

disadvantage is that the rule compilation process is much slower and more expensive than a 

machine learning based model training. 

 

 

 Hybrid approaches, a combination of the above approaches, where usually a statistical model 

is built first from a training corpus, and then rules are automatically generated for the language 

expert to review and extend. This is the optimal cost/benefit approach for NER systems. 

 
The information extraction process identifies the text chunk, the knowledge element and proceeds to 

identity resolution by matching the result to the instance information for each known named entity in 

the text. It adds the new entities with their semantic descriptions and relations to the knowledge base. 

Thus, as a result each named entity is linked to its type and to its individual semantic description.  

 

Other natural language processing techniques work on the entire text and analyze all words and 

relationships between them in order to identify facts, events and happenings along with the named 

entities. They all process all words in texts, build structures and interpret their meaning by giving rise 

to different actual applications. They differ from the previously mentioned approach of key-word 

spotting and named entity recognition, because their main purpose is to understand the meaning of the 

text and capture as many concepts and relations between words as possible. Such natural language 

processing techniques produce systems that are able to interpret full natural language expressions and 

can be seen as complimentary to the semantic web, which categorizes and classifies content and brings 

it to unique identifiers. Such systems produce an interpretation layer between raw text and data 

represented in ontologies of the sort of DBpedia and all Linking Open Data by handling the full stream 

of natural language input to identify metadata. 

 

2.3  Identity Resolution  

 
The process of identity resolution (also called entity reconciliation) has the goal to determine whether 

two or more data representations refer to the same object and thus should be resolved into one 

representation. Identity resolution looks at addresses, names, social security numbers, dates, and 

customer history to make interconnections between different identity records. The process of identity 

resolution is closely related to the ontology development and use. The named entity references in the 

text are linked to an entity individual in the knowledge base. The entity instances all bear unique 

identifiers that allow the annotations to be linked to the exact individual in the knowledge base and 

thus each recognized named entity is linked to an individual in the KB and the associated semantic 

description. 

 

Identity resolution is necessary in the process of data acquisition from multiple data sources or 

knowledge bases in order to ensure that all the information related to an entity instance is aggregated 

together and there are no duplicate objects in the knowledge base referring to the same instance. 
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2.4 Sentiment mining 

Sentiment analysis or opinion mining aims to determine the attitude of a speaker or a writer with 

respect to some topic or the overall contextual polarity of a document. The attitude may be his or her 

judgement or evaluation, affective state (the emotional state of the author when writing), or the 

intended emotional communication (the emotional effect the author wishes to have on the reader). A 

basic task in sentiment analysis is classifying the polarity of a given text at the document, sentence, or 

feature/aspect level — whether the expressed opinion in a document, a sentence or an entity 

feature/aspect is positive, negative, or neutral. 
 
Automated sentiment analysis of digital texts utilizes elements from machine learning such as latent 

semantic analysis, support vector machines, "bag of words"
2
. More sophisticated methods try to detect 

the holder of a sentiment (i.e. the person who maintains that affective state) and the target (i.e. the 

named entity or target whose affective state one is interested in). To mine the opinion in context and 

get the feature which has been opinionated, the grammatical relationships of words are used. 

Grammatical dependency relations are obtained by deep parsing of the text [2]. 

 

Open source software tools deploy machine learning, statistics, and natural language processing 

techniques to automate sentiment analysis on large collections of texts, including web pages, online 

news, internet discussion groups, online reviews, web blogs, and social media.  

 

The rise of social media such as blogs and social networks has fueled interest in sentiment analysis.  

With the proliferation of reviews, ratings, recommendations and other forms of online expression, 

online opinion has turned into a kind of virtual currency for businesses looking to market their 

products, identify new opportunities and manage their reputations. As businesses look to automate the 

process of filtering out the noise, understanding the conversations, identifying the relevant content and 

actioning it appropriately, many are now looking to the field of sentiment analysis.  

 

                                            
 
2 http://en.wikipedia.org/wiki/Bag_of_words_model_in_computer_vision 

http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Latent_semantic_analysis
http://en.wikipedia.org/wiki/Latent_semantic_analysis
http://en.wikipedia.org/wiki/Support_vector_machines
http://en.wikipedia.org/wiki/Bag_of_words
http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Social_media
http://en.wikipedia.org/wiki/Blogs
http://en.wikipedia.org/wiki/Social_networks
http://en.wikipedia.org/wiki/Bag_of_words_model_in_computer_vision


 

<Confidential> 

 

 

Copyright  CUBIST Consortium 2010-2013 Page 11 / 20 

                

3 Text Mining Platforms 

This section provides a brief overview of two platforms for text mining and semantic annotation – 

GATE and KIM. The goal of the section is not to provide a comparison of the various opens source or 

commercial systems, but to outline the features of the two selected platforms which make them 

suitable for the basis of ETL from unstructured data sources of the CUBIST use cases. 

 

3.1 GATE (General Architecture for Text Engineering) 

GATE
3
 is a platform for developing and deploying text mining software components. GATE is open 

source software (distributed under a LGPL license
4
); users can obtain free support from the user and 

developer community or on a commercial basis from the ecosystem of industrial partners. 

GATE comes in several editions: 

 GATE Developer, an Integrated Development Environment (IDE) for language processing 

components bundled with a very widely used Information Extraction system and a 

comprehensive set of 3
rd

 party plugins (Figure 4) 

 GATE Teamware (web application), a collaborative annotation environment for factory-style  

semantic annotation projects built around a workflow engine and a heavily optimised backend 

service infrastructure 

 GATE Embedded (framework), an object library optimised for inclusion in diverse 

applications giving access to all the services used by GATE Developer  

 

                                            
 
3 http://gate.ac.uk/  

4 http://www.gnu.org/licenses/lgpl.html 

http://gate.ac.uk/
http://www.gnu.org/licenses/lgpl.html
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Figure 4. GATE Developer 

 

On top of the core functions GATE includes components for diverse language processing tasks, e.g. 

parsers, morphology analysers, part-of-speech taggers, information retrieval tools, information 

extraction components for various languages, etc. GATE Developer and GATE Embedded are 

supplied with a standard Information Extraction pipeline (ANNIE). 

 

3.1.1 CREOLE: the GATE Component Model 

The GATE architecture is based on components: reusable chunks of software with well-defined 

interfaces that may be deployed in a variety of contexts. The design of GATE is based on an analysis 

of previous work on infrastructure for Language Engineering. GATE components are one of three 

types: 

 LanguageResources (LR) representing entities such as lexicons, corpora or ontologies; 

 ProcessingResources (PR) representing entities that are primarily algorithmic, such as parsers, 

generators or n-gram modellers; 

 VisualResources (VR) representing visualisation and editing components that participate in 

GUIs. 

 

The GATE framework performs these functions across all components and resources: 

 component discovery, bootstrapping, loading and reloading; 

 management and visualisation of native data structures for common information types; 
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 generalised data storage and process execution. 

 

GATE comes with various built-in components on board: 

 Language Resources modelling Documents and Corpora, and various types of Annotation 

Schema 

 Processing Resources that are part of the ANNIE system  

 Gazetteers 

 Ontologies 

 Machine Learning resources 

 Alignment tools 

 Parsers and taggers 

 

3.1.1.1 Tokenizers 

The tokenizer component splits the text into very simple tokens such as numbers, punctuation and 

words of different types. For example, it distinguishes between words in uppercase and lowercase, and 

between certain types of punctuation.  

3.1.1.2 Gazetteers 

The role of the gazetteer is to identify entity names in the text based on predefined lists. The gazetteer 

lists may be generated either from plain text files or directly from the knowledge base. Each list 

represents a set of names, such as names of cities, organisations, locations, days of the week, etc. 

3.1.1.3 Sentence Splitter 

The sentence splitter is a cascade of finite-state transducers which segments the text into sentences. 

This module provides input for the Part-of-speech (POS) Tagger. The splitter uses a gazetteer list of 

abbreviations to help distinguish sentence-marking full stops from other kinds. 

3.1.1.4 POS Tagger 

The POS tagger produces a part-of-speech tag (such as ―V‖ for verbs, ―ADJ‖ for adjectives or ―NP‖ 

for proper nouns) as an annotation on each word or symbol. 

3.1.1.5 OrthoMatcher 

The OrthoMatcher module adds identity relations between named entities found by the semantic 

tagger, in order to perform coreference resolution within the document. It does not find new named 

entities as such, but it may assign a type to an unclassified proper name if it was matched to an already 

classified name within the text. 

3.1.2 JAPE component 

JAPE is the Java Annotation Patterns Engine part of GATE. It provides finite state transduction over 

annotations based on regular expressions. JAPE makes it possible to recognise complex regular 

expressions in annotations on documents. 

 

A JAPE grammar consists of a set of phases, each of which consists of a set of pattern/action rules. 

The phases run sequentially and constitute a cascade of finite state transducers over annotations. The 
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left hand side (LHS) of the rule contains the identified annotation pattern that may contain regular 

expression operators (e.g. *, ?, +). The right hand side (RHS) outlines the action to be taken on the 

detected pattern and consists of annotation manipulation statements. The LHS of a JAPE grammar 

aims to match the text span to be annotated, whilst avoiding undesirable matches. 

 

Example: detecting team names, based on name of the city followed by certain suffixes, i.e. ―City + 

United‖, ―City + F.C.‖ or ―City + FC‖  

 
Rule: team_rule_01  

Priority:50  

(  

       {City}  

       (   

           {Token.string=="United" } | {Token.string=="F.C." } | {Token.string=="FC" }  

       )  

):team  

 

-->  

 

:team.Team = {rule= " team_rule_01" } 

 

 

3.2 KIM 

KIM
5
 is a software platform for automated semantic annotation, indexing, and retrieval of unstructured 

and semi-structured content. The most popular use cases for KIM are: 

 

 Generation of meta-data for the Semantic Web, which allows hyper-linking and advanced 

visualization and navigation. 

 Semantic search over unstructured and semi-structured content. 

 

KIM analyzes textual content and identifies references to entities (persons, organizations, locations, 

dates, etc.) or the relations that exist between entities (such as job positions). Then it tries to match the 

discovered entities the already known entities in the knowledge base. Finally, the original documents 

are enriched with metadata about the entities and relations that they contain. The whole process is 

referred to as semantic annotation (see Figure 2 and Figure 5). 
 

                                            
 
5 http://www.ontotext.com/KIM 

http://www.ontotext.com/KIM
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Figure 5. Semantic information extraction 

 

 

In order to allow the easy bootstrapping of semantic annotation applications, KIM is equipped with a 

small upper-level ontology called PROTON
6
. It is comprised of about 250 classes and 100 properties. 

Furthermore, KIM provides a knowledge base pre-populated with about 200,000 entity descriptions 

for most popular entities (countries, cities, politicians, organizations, famous people, etc). Its role is to 

provide background knowledge that improves the semantic annotation process. 

 

KIM incorporates several popular open-source platforms: 

 

1. GATE (described in Section 3.1) 

 

2. Sesame
7
: An RDF repository and framework. It provides the Storage and Inference Layer 

(SAIL) which allows RDF databases (including OWLIM) to be plugged on top of Sesame. 

Most commercial RDF databases at present provide a SAIL compatibility interface. 
 

3. Lucene
8
: An open-source Information Retrieval engine 

 
KIM is a highly adaptable and modular platform for linking and navigating data, content, and 

knowledge. It can be configured to use all or some of its components to suit different needs. 

Computationally intense components such as concepts extraction and semantic database can be 

clustered to reach the performance you need. 

 

Figure 6 shows a typical architecture of a KIM-based system. 

 

                                            
 
6 http://proton.semanticweb.org/ 

7 http://www.aduna-software.com/technology/sesame 

8 http://lucene.apache.org/ 

http://proton.semanticweb.org/
http://www.aduna-software.com/technology/sesame
http://lucene.apache.org/
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Figure 6. Semantic annotation and search with KIM 

 

The workflow is usually comprised of the following steps: 

 

1. ETL from structured data sources – existing structured data sources are RDF-ized and data is 

stored in the semantic repository (RDF database). If the structured data sources are already in 

RDF (for example Linked Open Data sets) then the ETL step is simplified, since only 

ontology/vocabulary alignment and mapping is required. 

  

2. Semantic annotation of text content – existing unstructured data sources are analysed (using 

the information extraction and text mining techniques outlined in Section 2) so that the entities 

and the relationships between the entities found in text can be identified. This step enriches the 

unstructured data sources with semantic annotations  

 

3. Semantic indexing & interlinking – the semantic annotations generated in step 2 are stored in 

the semantic repository (RDF database). Since new data (in forms of explicit RDF triples) is 

added to the database, the built-in reasoner in the database may infer even more (implicit) 

triples and add them to the database as well. The end result of this phase is that all entities 

discovered in step 2 as well as the links (relations) between entities or between entities are 

stored in the database as RDF triples. 

 

4. Semantic search – the result of steps 1-3 is a uniform representation of structured and 

unstructured content and the entities and relations between entities discovered in the content. 

This allows for more complex, multi-paradigm semantic search over the content, which goes 

beyond traditional structured search (SQL) or keyword / full-text search. 
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4 ETL from unstructured data sources in CUBIST 

Based on the analysis from Sections 2 and 3 this section will provide an outline for the work in Task 

2.1 of CUBIST, with respect to the specific requirements of the CUBIST use cases.  

 

4.1 Use case requirements 

 

CUBIST D3.1.1 already provides a brief description of the various data sources that the three CUBIST 

use cases provide. A brief summary of the outcome of D3.1.1 follows: 

 The HWU use case does not contain any unstructured data, since all the EMAP/EMAGE data 

is stored in (structured) databases. There is an option of analysing textual content from 

scientific journal publications related to EMAGE, but since most of this information is not 

publicly accessible, this is only an optional requirement for the HWU use case. 

 The SAS use case provides a mixture of structured and unstructured data sources (with 

predominantly structured ones). The unstructured data sources are usually in the form of 

human generated notes, messages or communication transcripts. The SAS systems currently in 

use do not analyse the unstructured content. The requirement for the SAS use case within 

CUBIST is to identify entities and relations in the text content and to interlink it with the data 

from the structured data sources in order to provide more expressive search capabilities. 

Valuable features of the Semantic ETL system would be support for co-reference resolution 

and fuzzy matching. 

 The INN use case also provides a mixture of structured and unstructured data sources (with 

predominantly unstructured ones). The unstructured data consists of vacancy description, 

crawled company web pages, public domain news sources, company forums, social streams 

such as twitter. This is also the use case which requires the most advanced types of text 

mining, going beyond the traditional entity and relation extraction, e.g. automated job 

categorisation, sentiment and opinion analysis from social streams, automated skill and 

qualification extraction. 

 

4.2 Applicability of existing platforms 

 

Section 3 provides a summary of the features of the GATE and KIM platforms related to text mining 

and semantic annotation of unstructured data. The combination of the two platforms provides a solid 

basis for (Figure 6): 

 Semantic annotation of text content 

 Semantic indexing and interlinking of entities and relations extracted from text 

 Multi-paradigm semantic search 

The GATE and KIM platforms have already been applied in use cases dealing with various types of 

unstructured data sources: emails, documents in various formats, wikis, web pages, Twitter streams, 

etc. This fits very well in the requirements of the SAS use case, where the focus is mostly on 

traditional text mining and information extraction over unstructured data. For the INN use case, in 

addition to the semantic annotation provided by GATE and KIM, several new text mining related 

features will be developed within CUBIST. 
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4.3 New features to be developed within CUBIST 

 

In addition to adapting the GATE and KIM text mining and semantic annotation platforms to the two 

CUBIST use cases which deal with unstructured information (INN and SAS), the integrated prototype 

D2.3.1 (Data Integration and Federation Platform) will provide functionality supporting the newly 

identified requirements of the INN use case, regarding the qualification extraction and sentiment 

mining. 

 

4.3.1 Qualification extraction 

 

Qualification extraction from online resumes, as defined in the requirements of the INN use case, can 

be considered as a multi-label classification task, where each input document (resume) is classified 

according to one or more categories (classes in a predefined qualification taxonomy). The major focus 

of this task will be in training a statistical model according to the particular input data of the INN use 

case.  

For the actual statistical model we will use a character-level N-gram approach [5] that avoids the 

difficulties associated with the handling of domain- and language- specific feature extraction, thus 

providing a very good balance between accuracy and scalability of the implementation. 

In addition to the baseline approach described in [5], the qualification extraction module developed 

within D2.3.1 will incorporate useful metadata from the provided documents, as well as the named 

entities extracted from text in order to increase the accuracy of the classification process. Additionally, 

various smoothing techniques can be applied to improve the performance of the statistical model. 

 

4.3.2 Sentiment mining 

 

Section 2.4 outlined the major goals related to mining of sentiments and opinions in text. In 

accordance with the provided requirements, our initial goal will be the implementation of a system for 

polarity mining that would be able to detect the positive or negative sentiment expressed toward the 

activities of an organization. Similarly to the qualification extraction module, the sentiment mining 

component to be developed within D2.3.1 will be based on a statistical model, however one that 

utilizes a number of advanced natural language processing techniques that enable meaning analysis. 

Presently, we are capable of implementing a large part of the methods described in [6], and we can 

choose the most appropriate approach upon receiving a more specific set of constraints for the task. In 

addition to the basic textual features used in the majority of the described methods, the sentiment 
mining statistical model can further be improved by incorporating named entities. 
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5 Conclusion 

This deliverable provides the first version of the analysis of CUBIST use case requirements for 

extracting information from unstructured data sources as well as existing text platforms which can 

support these requirements.  

Work on extracting information from unstructured data sources within CUBIST will continue with the 

first integrated prototype of the CUBIST data integration and federation platform (D2.3.1) as well as 

the second, extended version of this analysis (D2.1.2) 

The first concrete results will be provided within D2.3.1 by the M18 milestone, where the ongoing 

effort is focused in two main directions: 

 Adapting the GATE and KIM text mining and semantic annotation platforms to the particular 

CUBIST use cases 

 Extending the platforms with functionality for qualification extraction and sentiment mining 

(required by the INN use case) 
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