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1 Introduction

This deliverable reports about the most recent achievements on the issue of testbeds, carried
on within the working group A3, with a particular attention to the transfer of the results of the
I-groups of the network into the testing environments developed within A3. This deliverable
witnesses the advancement of the works in the following way:

• The next sections report brief descriptions of the main research directions that have been
investigated, reporting both a summary of the theoretical background and a description
of the implementations, including a reference bibliography.

• Further details are, then, supplied in the form of scientific articles, that were included
to this deliverable as an Appendix. Such articles either appeared in the proceedings of
international conferences/workshops or in international journals.

The deliverable is organized as follows:

• Section 2 reports the achievements concerning the the BEATCA application for document
clustering. BEATCA stands for Bayesian and Evolutionary Approach to Text Connec-
tivity Analysis. It represents a new approach to document collection analysis and search
in the main stream of so-called “landscape metaphor”. BEATCA applies new concepts
for document maps generation, including map stabilization and navigation based on large
scale Bayesian networks techniques called ETC and new concepts of map cell filling based
on Growing Neural Gas and Artificial Immune Paradigms combined with WebSOM ap-
proach. BEATCA may be considered as a search engine with document map type user
interface, dedicated for small collections of documents (a couple of millions at present).
The core of this application can also be accessed by Personalization Services of the Per-
sonal Reader framework to search for data in an individualized way.

• Section 3 concerns the achievements in the curricula modeling framework. With the Per-
sonalized Curriculum Planner we present a service-oriented personalization system, set in
an educational framework, based on a semantic annotation of courses, given at a knowl-
edge level. The system supports reasoning-based curriculum sequencing and validation:

– Curriculum Planning: building personalized curricula, formalized by means of an
action theory. Classical planning techniques are adopted, which take into account
both the student’s initial knowledge (context) and her learning goal.

– Curriculum Validation: verifying the compliance of curricula w.r.t. the course design
goals. Course design goals are specified in a curricula model, where the design goals
formalized as a set of LTL temporal formulas expressing constraints at the knowledge
level.

Learning Objects are modeled as Actions: what the course teaches, and what is requested
to be known for attending it in a profitable way, is described by means of preconditions
(prerequisites) and effects (learning objectives).

• Section 4 concludes the report by briefly introducing the DYNAWeb platform for ser-
vice reuse and integration (still on-going work). Overall conclusions and the mentioned
collection of scientific articles end the technical report.
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2 The BEATCA application

Clustering of Web documents, especially in large and heterogeneous collections, is a challenging
task, both in terms of processing time complexity and clustering quality. But the most chal-
lenging part is the way how the clustering information is conveyed to the end user and how it
meets his expectations (personalization).

Note that a text document is usually a very complex information structure from the point
of view of human beings dealing with this document. But actually a computer system fully
understanding the document contents is beyond technological possibilities. Therefore some
kinds of approximation to the content are done. Documents are frequently treated as a bag of
words in computer models, and the documents are viewed as points in term-document vector
space, but this approach turns out to be insufficient, hence more complex representations, both
of the content of a single document and their collections are investigated.

In the recent years, various projects (WebSOM, [11, 12, 13, 7], Themescape etc.) were aimed
at developing a new form of cluster description – a visual document map representation. In
a two-dimensional space, consisting of quadratic or hexagonal cells, the split into clusters is
represented as an assignment of documents to cells in such a way, that documents assigned to
cells are as homogenous as possible and cells (clusters) containing similar documents are placed
close to one another on the map, and map regions are labeled with best-fitting terms from the
documents. An inversion of the clustering (that is clustering of terms instead of documents) is
also possible.

It is generally believed that individual information needs of users may differ and there is a
general feeling that therefore also the data processing results should accommodate to the profile
of the user. Countless methods and ways of user profile representation and acquisition have been
designed so far. The problem with map-like representation of document collections, however,
lies in the pretty expensive processing / high complexity (in terms of time and space) so that a
personalized ad-hoc representation is virtually impossible. With the BEATCA project we have
made essential steps to contest this view and claim that personalization of map representation
of large scale document collections is possible by a careful separation of the concept of individual
needs from the concept of common knowledge. This leads to the possibility of separation of
computationally intense tasks of identification of the structure of clustering space from the
relatively less resource consuming pure presentation part.

2.1 Clustering Space

It is usually assumed that personalization is needed because of cultural, ethnical etc. differences
that influence the world of values, the attitudes and the views. So, in the particular case of
clustering, the distances (or more strictly speaking dissimilarities) between the objects may
change from person to person. So a personalization under this assumption would be reduced
to a total re-clustering of the objects.

We disagree with this assumption. While avoiding here a deeper philosophical discussion
of the issue, let us point at some issues significant for the text processing task. Human beings
possess to a large extent an objective world which they describe with a common set of concepts
(a vocabulary) that is intended for them to communicate to other human beings. So the vast
majority of concepts is shared and their meaning not determined by values, attitudes etc. What
differs the human beings is the current task they are interested in. So if discussing e.g. an issue
in biology, one does not care about concepts important for chemical engineering. Hence it is
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not the personal attitude, but rather the context in which an issue is discussed that impacts
the feeling of dissimilarity of opinions (in this case documents).

Therefore, in our opinion, the proper approach to personalization has to be well founded on
the proper representation of document information.

It has been generally agreed that the processing of textual information, especially at large
scale, requires a simplification of the document representation. So a document is treated as a
bag of words (without bothering about sentence structure). It is represented in the space of
documents (with dimensions being spread by words and phrases, that is terms) as a point with
coordinates being a function of the frequency of each term in the document. The similarity
between two documents is measured as a cosine of the angle between the vectors drawn from
the original of the coordinate system to these points. Furthermore, dimensionality reduction
may be of high importance [6]

So the weight of a term in the document is calculated as the so-called tfidf (term frequency
times the inverse document frequency) computed according to the formula:

wt,d = ft,d × log
|D|
f

(t)
D

(1)

where ft,d is the number of occurrences of term t in document d, |D| is the cardinality of the
set of documents, and f

(t)
D is the number of documents in collection D containing at least one

occurrence of term t.
A document d is described by a vector d = (wt1 , . . . , wt|T |), where T is the set of terms.

Usually, the document is turned into a normalized form di = (wit1 , . . . , wit|T |) where di has a
unit length.

We notice immediately that the weights of terms in a document are influenced by their
distribution in entire document collection. If we look, however, at any process of clustering, we
immediately notice that weights calculated by the very same method, but within any reasonable
(homogenous) cluster, not being a random subsample of the whole collection, would exhibit
considerable differences to the global weighing scheme. However, this fact is actually ignored
by most researchers.

So our first methodological step is to resign from the rigid term weighing scheme for the sake
of local differentiation of term weighing taking into account the local context (of the identified
cluster). Though this vision of document similarity works quite well in practice, agreeing with
human view of text similarity, it has been early recognized, that some terms should be weighed
more than other. One should reject the common words (stop-words) appearing frequently in
all documents, as well as those which appear quite seldom.

But we do not want to replace global term weighing scheme with a global weighing scheme.
Rather than this, we reconsider the impact of the documents that are far away from cluster
core, on the term weighing. Another important point is that terms specific for a given cluster
should weigh more than terms not specific for any cluster. Last not least, let us relax the
notion of a cluster to the concept of clustering space. Let us speak of a point p in the document
space (a point of an unit hyper-sphere) as a vector p = (wit1 , O,wit|T |) where ||p|| = 1 (unit
length). Each such a point can be treated as cluster center in a (continuous) clustering space.
We can then define, for each document d, a membership function md,C(p) in the style of fuzzy
set membership function [2], for example as

md,C(p) =
∑
t∈T

wit(di) · wit(p) (2)
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that is the dot product of vectors di and p.
Given this concept, we can define the specificity st,C of a term t in a cluster C(p) as

st,C(p) = |C(p)| ·
∑

d∈D

(
ft,d ·md,C(p)

)
ft,D ·

∑
d∈D md,C(p)

(3)

where ft,d is (as earlier) the number of occurrences of term t in document d, ft,D is the number of
occurrences of term t in document collection D, and |C(p)| is the fuzzy cardinality of documents
at point p, defined as

|C(p)| =
∑
d∈D

µd,C(p) (4)

where µd,C is the normalized membership:

µd,C(p) =
md,C(p)∫

p∈HS
md,C(p)

and HS is the unit hyper-sphere.
In this way we arrive at a new (contextual [5]) term weighing formula for term t in the

document d from the point of view of the

wt,d,C(p) = st,C(p) × ft,d × log
|C(p)|
f

(t)
C(p)

(5)

where f
(t)
C(p) is the fuzzy count of documents in collection C(p) containing at least one occurrence

of term t,
f

(t)
C(p) =

∑
{d:ft,d>0}

md,C(p) (6)

For consistency, if f
(t)
C(p) = 0 we define wt,d,C(p) = 0.

The universal weight tfidf given by equation (1) will be replaced by the concept of an
averaged local weight

wt,d =

∫
p∈HS

md,C(p) · wt,d,C(p)∫
p∈HS

md,C(p)

(7)

where HS is the unit hyper-sphere.
Note that the definition of term weights wt,d becomes recursive in this way (md,C(p) is used

here, which is computed in equation (2) based on wt,d itself) and the fixpoint of this recursion
is the intended meaning of term weight.

Our further concern is the way how typical hierarchical (or other multistage) algorithms
handle lower level clusters. The cluster is viewed as a kind of averaged document, eventually
annotated with standard deviation of term frequencies and/or term weights. In our opinion, the
distribution (approximated in our approach by a discrete histogram) of the term weight (treated
as a random variable) reflects much better the linguistic nature of data. The clusters should be
formed not as hyperspheres around some center, but rather as collections of documents with
terms used in a similar way. This was confirmed by our reclassification experiments [4], showing
higher stability of histogram-based cluster description versus centroid-based representation1.

1reclassification measure evaluates consistency of the model-derived clustering with the histogram-based
clustering space description (cf. [4])
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So for any point p in the clustering space and any term t we define a term-weight distribution
as one approximated by the histogram in the following manner: Let ∆(wi, t) be a discretization
of the normalized weights for the term t, assigning a weight for a term the integer identifier
of the interval it belongs to (higher interval identifiers denote higher weights). Let χ(d, t, q, p)
be the characteristic function of the term t in the document d and the discretization interval
identifier q at point p, equal to md,C(p) if q = ∆(wit,d,C(p), t), and equal zero otherwise. Then
the histogram h(t, p, q) is defined as

h(t, p, q) =
∑
d∈D

χ(d, t, q, p) (8)

With hi we denote a histogram normalized in such a way that the sum over all intervals q for
a given t and p is equal 1:

h′(t, p, q) =
h(t, p, q)∑
q h(t, p, q)

(9)

We can easily come to the conclusion, when looking at typical term histograms that terms
significant for a cluster would be ones that do not occur too frequently nor too rarely, have
diversified range of values and have many non-zero intervals, especially with high indices.

Hence the significance of a term t for the clustering point p may be defined as

mt,C =

∑
q [q · log (hi(t, p, q))]

Qt
(10)

where Qt is the number of intervals for the term t under discretization.
Let us denote with H(t, p, q) the right cumulative histograms, that is H(t, p, q) =

∑
k≥q h(t, p, k).

The right cumulative histograms are deemed to reflect the idea, that terms with more weight
should be more visible. For technical reasons Hi is a histogram normalized in the same way as
hi.

Let us measure the divergence between clustering points pi, pj with respect to term t as
(Hellinger divergence, called also Hellinger-Matsushita-Bhattacharya divergence, [1])

Hellk(pi, pj , t) =
√∑

q

(
Hi(t, pi, q)(1/k)nHi(t, pj , q)(1/k)

)k (11)

Finally let us measure the divergence between clustering points pi, pj as such as

dst(pi, pj) =
∑

t∈T mt,C(pi),C(pj) ·Hellk(pi, pj , t)∑
t∈T mt,C(pi),C(pj)

(12)

where
mt,C(pi),C(pj) =

√
(mt,C(pi

+ 1) · (mt,,C(pj) + 1)− 1

With this definition, we can speak of a general notion of a cluster as islands in the clustering
space such that the divergence within them differs not significantly, and there exist at least n
documents belonging predominantly to such an island. Thus, it can be treated as a dissimilarity
measure.

It may be easily deduced that equation (10) gives also interesting possibilities of labeling of
cluster space with meaningful sets of terms (concepts).
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User-related sources of information Let us now turn to the user related information.
Some documents may be pre-labeled by the user (with category, liking, etc.), there may be past
queries available etc.

Note that the contextual document space, as described in the previous section, may be
viewed as a pure space with some material objects causing a kind of curvature of this space.

The user-related sources can be viewed as consisting of two types of documents: material
objects (all the positively perceived, relevant information) and the anti-material objects (all the
negatively perceived information).

The user-related documents may be also represented in a clustering space, in at least two
different ways:

• in separate user-material, user-anti-material and proper document clustering spaces - in
this case a superposition of these spaces would serve as an additional labeling of the proper
document space, beside the original labels derived from document collection content.

• in a joint space >n in this case user-related information will transform the document
space of the document collection.

While the second approach may be considered as a stronger personalization, it will be more
resource consuming and raises the issue of pondering the impact of user related documents
against the entire collection, and also that of the relation between positive and negative user
information. The first approach will be for sure much less resource consuming, because the
processing of the big entire document collection has to be done only once, and the user related
information is usually of marginal size and can be processed in a speedy way.

2.2 Clustering Space Approximation

If we look at the clustering space as a continuum, it is obvious, that we cannot consider clusters
in isolation, but we want to take relationships between them into account. It is also obvious that
need to provide a finite, discrete approximation of this continuum. To achieve it, the usually
wide areas of clustering space of next to zero proximity to the documents will be ignored, as
well as those terms that within the given subspace are of marginal significance. This is caused
by the fact that each document modifies the space close to it having marginal impact of the
rest. So the space may be greedy subdivided into non-empty subspaces that are deemed to be
linked if they adhere to one another, and not, if they are of next to zero similarity.

The process, that we apply to approximate the clustering space [10], which we call Adaptive
Clustering Algorithm, starts with splitting of the document collection into a set of roughly
equally sized sub-collections using the expression (1) as an approximation of term weights for
document similarity computation in a traditional clustering algorithm. We work in a hierarchi-
cal divisive mode, using the algorithm to split the collection in a small number of subcollections
and apply further splitting to sub-collections of too big size. At the end too small clusters are
merged with most similar ones. As a next iteration for each sub-collection, being now treated
as a context (as it is now feasible), an iterative recomputation of term weights according to
equation (7) with respect to cluster center, making the simplifying assumption that documents
from other contexts have no impact. Within each context, the dictionaries of terms are reduced
removing insignificant terms in a given context (different terms may be zeroed in different con-
texts). Subsequently the inter-document structure is formed. For this purpose one of the known
networking clustering algorithms is used, either the growing neural gas [8] or idiotypic (artifi-
cial immune) network [14, 3]. Finally we turn back to the global set of contexts and apply a
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networking clustering algorithm to representatives of each context. This time, the histograms
of contexts are applied to compute a measure of similarity between contexts >n see equation
(12). While applying the networking clustering, we additionally compute so-called major topics,
that is a split of the (sub)collection into up to 6 sub-clusters, the representatives of which are
deemed to be major topics of the collection.

In this way, an approximation of the clustering space is obtained. In case of visualization, the
WebSOM algorithm is applied to context representatives, in case one wants to view the global
map, and to neural gas cells, or immune network cells in case of detailed view of a context. The
computation of the map given the clustering space model is drastically simplified because e.g.
with a collection of 12,000,000 documents we need to cluster only 400 representatives. So given
such a cluster network, its projection onto a flat rigid document map structure, with treating
each whole cluster as a single document, is a dramatically simpler task than the map creation
process for individual documents.

Our implementation of WebSOM differs from the original one in a number of ways, acceler-
ating the processing significantly. One of the features is the topic-sensitive initialization. While
WebSOM assigns random initial cluster centers for map cells, we distribute evenly the vectors
of major topics over the map and initialize the remaining cells with in-between values (with
slight noise). In this way the maps are learned usually quicker and are more stable (no drastic
changes from projection to projection).

We have demonstrated in our earlier work [3, 4, 5, 10] that such an approach to document
space modeling is stable, scalable and can be run in an incremental manner.

Exploiting user-related sources With this background we can explain our approach to
personalization. We treat the document collection as a piece of knowledge that is esteemed
by any user in the same way. So the identified clusters and the identified interrelationships
between them are objective, independent of the user. The user at a given moment may be,
however, interested to view the collection from a different direction. So the personalization may
be reduced to the act of projection of the cluster network onto the flat map, that is, contrary
to projection of document collection, a speedy process, to be managed within seconds. In this
process, we can proceed in two distinct ways:

• instead of using the topical vectors of a context / global collection, the user profile topical
vector is applied, or

• the user related documents are attached to the collection clusters prior to projection (and
may or may not influence the projection process) and serve as a source of additional
labeling.

Another view of the Adaptive Clustering Algorithm Our incremental textual data
clustering algorithm relies on merging two known paradigms of clustering: the fuzzy clustering
and the subspace clustering. The method differs essentially from Fuzzy C-Means in that it is
designed solely for text data and is based on contextual vector representation and histogram-
based description of vector subspaces.

Like Fuzzy-C-Means, we start with an initial split into subgroups, represented by a matrix
U(τ0), rows of which represent documents, and columns representing groups, they are assigned
to. Iteratively, we adapt (a) the document representation, (b) the histogram description of
contextual groups, (c) membership degree of documents and term significance in the individual
groups.
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These modifications can be viewed as a recursive relationship leading to a precise description
of a contextual subspace in terms of the membership degree of documents and significance of
terms in a context and on the other hand improving the understanding of document similarity.

So we can start without any knowledge of document similarity, via a random assignment of
documents to a number of groups and global term weighing. But through the iterative process
some terms specific for a group would be strengthened, so that class membership of documents
would be modified, hence also their vector representation and indirectly similarity definition.

So we can view the algorithm as a kind of reinforcement learning. The usage of histogram
approach makes this method incremental.

2.3 Architecture

Our research convcepts have been validated by creating a full-fledged search engine (with a
working name BEATCA) for collections of up to million documents, capable of representing
on-line replies to queries in a graphical form on a document map. We followed the general
architecture for search engines, where the preparation of documents for retrieval is carried
out by an indexer, which turns the HTML etc. representation of a document into a vector-
space model representation. After that the map creator is applied, turning the vector-space
representation into a form appropriate for on-the-fly generation of the map, which is then used
by the query processor responding to user’s queries.

Modular Structure The architecture of our system has been designed to allow for exper-
imental analysis of various approaches to document map creation. The software consists of
essentially five types of modules, cooperating via common data structures. The types of mod-
ules are as follows:

1. robot (spider, crawler), collecting documents for further processing,

2. indexer, transforming documents into a vector space representation,

3. optimizer, transforming the document space dictionary into more concise form,

4. document clustering, identifying compact groups of documents sharing similar topics,

5. mapper, transforming the vector space representation into a map form

6. search engine, responding to user queries, displaying the document maps in response to
such queries.

Additionally, we have an experiment management module, that can be instructed to con-
figure the search engine process out of selected modules, to repeat the execution of some parts
of the process, and to collect various statistics about the execution of the other modules and
on the quality of the final and the intermediate results.

2.4 Data Structures

The data structures interfacing the modules are of the following types:

1. HT Base [hypertext documents],
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2. Vector Base [vector space representations],

3. DocGR Base [thematical document groups]

4. Map Base [repository of various maps],

5. CellGR Base [map areas (groups of cells)]

6. Base Registry [registry of all databases, parameters and evaluation results].

A HT Base is the result of a robot activity. We have currently two types of robots, one
collecting documents from the local disk space, and another from the Web. A robot collects
the hypertext files walking through links connecting them and stores them in a local directory
and registers them in an SQL (actually MySQL) database. Standard information like download
(update) date and time, original URL, summary (if extractable) , document language and the
list of links (together with information if already visited) is maintained by the robot.

A HT Base can be processed subsequently by an indexer and possibly an optimizer to form
a Vector Base for the document collection. A Vector Base is a representation of a document
space >n the space spanned by the words (terms) from the dictionary where the points in space
represent documents.

A Vector Base is then transformed to a document map by a mapper process. A map
is essentially a two-level clustering of documents: there are clusters of documents (stored in
DocGR Base) and clusters of document clusters (stored in Map Base). Document clusters are
assigned a graphical representation in terms of elementary ”pixels” (labeled by appropriate
phrases) in a visual representation, whereas clusters of document clusters are assigned ”areas”
consisting of ”pixels”. Note that in our approach we use a kind of multilevel maps, where higher
levels ”pixels” are ”expanded” into maps/map fragments at a detailed level.

Note that the same HT Base may be processed by various indexers and optimizers so that
out of a single HT Base many Vector bases may arise. Similarly one single Vector base may be
processed by diverse mappers to form distinct maps. To keep track of the various descendants
of the same HT Base, the Base Registry has been designed. The search engine makes use of all
the maps representing the same HT Base choosing the one most appropriate for a given user
query.

The search engine has been explicitly designed as a test-bed for various algorithmic solutions
to constituent search engine components. Hence an important additional feature is a database
keeping track of results of experiments (constituting of selections of process components and
data sets as well as quality evaluation procedures). The database of experiments is filled (and
used in case of continued experiments) by the special experiment management module.

2.5 Personalization and Recommendation

The outlined approach to document map oriented clustering enables personalization among
others along the following lines:

• personalized topic -oriented initialization of map like visualization of the selected docu-
ment space model (also rebuilding of a component model is possible, treating the user
profile as a modifier of term weights of all documents);

• personalized identification of key words, document space / map cell labeling, query ex-
pansion;
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• document recommendation based on document membership degree in client profile con-
text;

• recommendation of map cells;

• recommendation of other users (measuring the histogram distances between user profiles);

• clustering of users as well as users and contexts.

Present day search engines are characterized by a static information model. This means
that textual data bases are updated in a heavily discontinuous way which results in abrupt
changes of query results (after each cycle of indexing new documents). On the other hand the
data organization and search model does not take into account the user profile information for
the given document base and the given user query. Hence the reply is frequently identical,
independent of the user.

The experimental search engine BEATCA [10] exhibits several capabilities that can become
a starting point for a radical change of this situation.

• reduced processing time, scalability of the adaptive contextual approach, reduced memory
requirements of the implemented clustering algorithms (contextual reduction of the vector
space) and search (inverted lists compression);

• possibility of construction and maintenance of multiple models/maps representing diverse
views of the same document collection (and fitting the map to the query);

• possibility of inclusion of system-user interaction history into the algorithm of map ini-
tialization (e.g. by strengthening / weakening of terms from documents evaluated by the
user as more or less interesting);

• possibility of inclusion of user preference profiles into the modeling process itself by taking
into account the automatically collected information on user walk through the collection
or provided externally.

We presented a new concept of document cluster characterization via term (importance)
distribution histograms. This idea allows the clustering process to have a deeper insight into
the role played by the term in formation of a particular cluster. So a full profit can be taken from
our earlier idea of ”contextual clustering”, that is of representing different document clusters in
different subspaces of a global vector space. We have also elaborated incremental methods of
document cluster models based both on GNG model properties and histogram-based context
adaptation. Such an approach to mining high dimensional datasets proved to be an effective
solution to the problem of massive data clustering. The contextual approach appears to be fast,
of good quality and scalable (with the data size and dimension). Additionally, the histogram-
based characterization of document clusters proved to be a stabilizing factor in creating the
clustering structure, and well suited for document classification. As a side effect, a new internal
cluster quality measure, based on histograms, has been developed.

We believe that the idea of histogram-based subspace identification and evaluation can be
efficiently applied not only to textual, but also other challenging high dimensional datasets
(especially those characterized by attributes from heterogeneous or correlated distributions).
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Contextual approach leads to many interesting research issues, such as context-dependent
dictionary reduction and keywords identification, topic-sensitive document summarization, sub-
jective model visualization based on particular user’s information requirements, dynamic adap-
tation of the document representation and local similarity measure computation. Especially,
the user-oriented, contextual data visualization can be a major step on the way to information
retrieval personalization in search engines.

The main lesson from our research is that personalization related to any Web data processing
requires

• optimization of the entire process itself,

• a clear conceptual separation of the aspects that are objective (common for all envisaged
users, not depending on their personal characteristics) from those that are really related
to personal experience, balancing towards reduction of the latter ones in favour for the
first ones,

• a data process level separation of procedures related to these two aspects,

• special care for optimization of processes driven by the person-related aspects of the data
processing,

• personalization related processing should be always conceptually separated from group
experience processing as that latter does not need to be run on-line, whereas the former
to a large extent has to.

Our further research on personalization in document maps will be directed towards:

• chronology (sequence) of visiting the documents by the user versus the incremental growth
of document collection;

• capturing the relationship between contexts and users and identification of topical trends
versus random walk;

• exploitation of link structure (between documents and contexts) as modifiers of clustering
space.
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3 Curriculum modelling, planning and validation

The birth of the Semantic Web brought along standard models, languages, and tools for repre-
senting and dealing with machine-interpretable semantic descriptions of Web resources, giving
a strong new impulse to research on personalization. The introduction of machine-processable
semantics makes the use of a variety of reasoning techniques, for implementing personalization
functionalities, possible, thus widening the range of the forms that personalization can assume.
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So far, reasoning in the Semantic Web is mostly reasoning about knowledge, expressed in
some ontology. However personalization may involve also other kinds of reasoning and repre-
sentations of knowledge, that conceptually lie at the logic and proof layers of the Semantic Web
tower. Moreover, the next Web generation promises to deliver Semantic Web Services, that can
be retrieved and combined in a way that satisfies the user. This perspective opens the way to
many forms of service-oriented personalization. In fact, web services provide an ideal infras-
tructure for enabling interoperability among personalization applications and for constructing
Plug&Play-like environments, where the user can select and combine the kinds of services he or
she prefers. Personalization can be obtained by taking different approaches, e.g. by developing
services that offer personalization functionalities as well as by personalizing the way in which
services are selected, and composed in order to meet specific user’s requirements.

In the last years we have carried on a research in the educational domain, focussing on
semantic web representations of learning resources and on automated reasoning techniques for
enabling different and complementary personalization functionalities, such as curriculum se-
quencing [5, 4] and the verification of the compliance of a curriculum against some “course
design” goals [6]. Our current aim is to implement such results in an organic system, where
different personalization services, that exploit reasoning over semantic web representations of
learning resources, can be combined to support the user in the task of building a personalized
curriculum.

While in early times learning resources were simply considered as “contents”, which required
a specific platform to be used, recently, greater and greater attention has been posed on the
issues of: (1) the re-use of learning resources, and (2) the development of standards that allow
a cross-platform usage. The solution that we propose is to adopt a semantic annotation of
contents based on standard languages, e.g. RDF and LOM. Hereafter, we will consider a
learning resource as formed by educational contents plus semantic meta-data, which supply
information on the resources at a knowledge level, i.e. on the basis of concepts, which have
been taken from an ontology describing the educational domain. In particular, we rely on the
interpretation of learning resources as actions discussed in [5, 4]: the meta-data captures the
learning objectives of the learning resource and its pre-requisites. By doing so, one can rely on
a classical theory of actions and apply different reasoning methods –like planning– for building
personalized curricula [5, 4].

Curriculum planning and validation offer a useful support in many practical contexts and can
fruitfully be combined for helping students as well as educational institutions. Often a student
knows what competency he/she would like to acquire but has no knowledge of which courses
will help acquiring it. Moreover, taking courses at different Universities is becoming more and
more common in Europe. As a consequence, building a curriculum might become a complicated
task for students, who must deal with an enormous set of courses across the European countries,
each described in different languages and on the basis of different keywords.

The need of personalizing the sequencing of learning resource, w.r.t. the student’s interests
and context, has often to be combined with the ability to check that the resulting curriculum
complies to some abstract specification, which encodes the curricula-design goals, expressed by
the teachers or by the institution offering the courses. One possible scenario is the following:
a student builds a personalized curriculum, either by modifying a curriculum, which has been
suggested by the institution or by an automatic goal-driven system, or by writing one by him-
/herself, based on personal criteria. In both cases, the obtained (personalized) curriculum is
to be proved consistent, from an educational point of view. To this aim, it would be helpful
to give the curriculum in input to some validation service, and check its compliance to the

13



desired curricula model. Generally speaking, curricula models specify general rules for building
learning paths. We interpret curricula models as constraints, designed by the University (or
other institution) for guaranteeing the acquisition of certain competencies. These constraints
are to be expressed in terms of knowledge elements, and maybe also on features that characterize
the resources. Consider, now, a University, which needs to certify that the curricula, offered by
it for acquiring certain competencies (built upon the courses offered locally by the University
itself), respect the latest guidelines supplied by the European Community. Also in this case, we
could define the guidelines as a set of constraints posed on the set of offered competencies. Given
this representation, the verification could be performed automatically, by means of a proper
reasoner. Finally, the automatic checking of compliance combined with curriculum planning
could be used for implementing processes like cooperation among institutes in curricula design
and integration, which are actually the focus of the so called Bologna Process [10], promoted
by the EU. Given our requirements, it is a natural choice to settle our implementation in
the Personal Reader (PR) framework [18]. The PR relies on a service-oriented architecture
enabling personalization, via the use of semantic Personalization Services. Each service offers
a different personalization functionality, e.g. recommendations tailored to the needs of specific
users, pointers to related (or interesting or more detailed/general) information, and so on.
These semantic web services communicate solely based on RDF documents. In the following
we present our achievements both from a theoretical point of view, and by presenting the
implementation of a Planning service and a Validation service, which can interoperate within
the PR Framework [18].

3.1 Curricula representation and reasoning

Let us begin with the introduction of our approach to the representation of learning resources,
curricula, and curricula models. The basic idea is to describe all the different kinds of objects,
that we need to tackle and that we will introduce hereafter, on the basis of a set of predefined
competencies, i.e. terms identifying specific knowledge elements. We will use the two terms
as synonyms. Competencies can be thought of, and implemented, as concepts in a shared
ontology. In particular, for what concerns the application system described here, competencies
were extracted by means of a semi-automatic process and stored as an RDF file (see Section
3.3.1 for details).

Given a predefined set of competencies, the initial knowledge of a student can be represented
as a set of such concepts. This set changes, typically it grows, as the student studies and learns.
In the same way, a user, who accesses a repository of learning resources, does it with the aim
of finding materials that will allow him/her to acquire some knowledge of interest. Also this
knowledge, that we identify by the term learning goal, can be represented as a set of knowledge
elements. The learning goal is to be taken into account in a variety of tasks. For instance, the
construction of a personalized curriculum is, actually, the construction of a curriculum which
allows the achievement of a learning goal expressed by the user. In Section 3.3 we will describe
a curricula planning service for accomplishing this task.

3.1.1 Learning resources and curricula

A curriculum is a sequence of learning resources that are homogeneous in their representation.
Based on work in [5, 4], we rely on an action theory, and take the abstraction of resources as
simple actions. More specifically, a learning resource is modelled as an action for acquiring
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some competencies (called effects). In order to understand the contents supplied by a learning
resource, the user is sometimes required to own other competencies, that we call preconditions.
Both preconditions and effects can be expressed by means of a semantic annotation of the
learning resource [4]. In the following we will often refer to learning resources as “courses”
because in our work we have focussed on the specific case of University curricula. As a simple
example of “learning resource as action”, let us, then, report the possible representation (in a
classical STRIPS-like notation) of the course “databases for biotechnologies” (db for biotech for
short):

ACTION: db for biothec(),
PREREQ: relational db, EFFECTS: scientific db

The prequisites to this action is to have knowledge about relational databases. Its effect is to
supply knowledge about scientific databases.

Given the above interpretation of learning resources, a curriculum can be interpreted as a
plan, i.e. as a sequence of actions, whose execution causes transitions from a state to another,
until some final state is reached. The initial state contains all the competences that we suppose
available before the curriculum is taken, e.g. the knowledge that the student already has. This
set can also be empty. The final state is sometimes required to contain specific knowledge
elements, for instance, all those that compose the user’s learning goal. Indeed, often curricula
are designed so to allow the achievement of a well-defined learning goal. A transition between
two states is due to the application of the action corresponding to a learning resource. Of course,
for an action to be applicable, its preconditions must hold in the state to which it should be
applied. The application of the action consists in an update of the state.

We assume that competences can only be added to states. Formally, this amount to assume
that the domain is monotonic. The intuition behind this assumption is that the act of using a
new learning resource (e.g. attending a course) will not erase from the student’s memory the
concepts acquired so far. Knowledge grows incrementally.

3.1.2 DCML: A Declarative Curricula Model Language

Let us, now, describe the Declarative Curricula Model Language (DCML, for short), a graph-
ical language that we have developed to represent the specification of curricula models. The
advantage of a graphical language is that the fact of drawing, rather than writing, constraints
facilitates the user, who needs to represent curricula models, allowing a general overview of
the relations between concepts. We present here, the most general version of DCML, in which
a distinction is made between the terms competence and competency. These two terms are
respectively used, in the literature concerning professional curricula and e-learning, to denote
the “effective performance within a domain at some level of proficiency” and “any form of
knowledge, skill, attitude, ability or learning objective that can be described in a context of
learning, education or training”. Previous versions can be found in [6, 9].

DCML is inspired by DecSerFlow, the Declarative Service Flow Language to specify, enact,
and monitor web service flows by van der Aalst and Pesic [1]. DCML, as well as DecSerFlow,
is grounded in Linear Temporal Logic [13] and allows a curricula model to be described in
an easy way maintaining at the same time a rigorous and precise meaning given by the logic
representation. LTL includes temporal operators such as next-time (©ϕ, the formula ϕ holds
in the immediately following state of the run), eventually (3ϕ, ϕ is guaranteed to eventually
become true), always (2ϕ, the formula ϕ remains invariably true throughout a run), until
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Figure 1: An example of curricula model in DCML.

(α U β, the formula α remains true until β), see also [19, Chapter 6]. The set of LTL formulas
obtained for a curricula model are, then, used to verify whether a curriculum will respect it [6].

As an example, Fig. 1 shows a curricula model expressed in DCML. Every box contains at
least one competence. Boxes/competences are connected by arrows, which represent (mainly)
temporal constraints among the times at which they are to be acquired. Altogether the con-
straints describe a curricula model.

DCML, as mentioned, includes the representation of the proficiency level at which a compe-
tency is owned or supplied. To this aim, we associate to each competency a variable k, having
the same name as the competency, which can be assigned natural numbers as values. The value
of k denotes the proficiency level; zero means absence of knowledge. Therefore, k encodes a
competence, Fig. 2(a).

On top of competences, in DCML it is possible to define three basic constraints. The “level
of competence” constraint, Fig. 2(c), imposes that a certain competency k must be acquired at
least at level l. It is represented by the LTL formula 3(k ≥ l). Similarly, a course designer can
impose that a competency must never appear in a curriculum with a proficiency level higher
than l. This is possible by means of the “always less than level” constraint, shown in Fig. 2(d).
The LTL formula 2(k < l) expresses this fact (it is the negation of the previous one). As a
special case, when the level l is one (2(k < 1)), the competency k must never appear in a
curriculum.

The third constraint, represented by a double box, see Fig. 2 (b), specifies that k must
belong to the initial knowledge with, at least, level l. In other words, the simple logic formula
(k ≥ l) must hold in the initial state.

To specify relations among concepts, other elements are needed. In particular, in DCML it is
possible to represent Disjunctive Normal Form (DNF) formulas as conjunctions and disjunctions
of concepts. For lack of space, we do not describe the notation here, however, an example can
be seen in Fig. 1.
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Figure 2: Competences (a) and basic constraints (b), (c), and (d). Relations among compe-
tences: (a) implication, (b) before, (c) succession, (d) immediate implication, (e) immediate
before, (f) immediate succession, (g) not implication, (h) not immediate before.

Besides the representation of competences and of constraints on competences, DCML allows
to represent relations among competences. For simplicity, in the following presentations we will
always relate simple competences, it is, however, of course possible to connect DNF formulas.
We will denote by (k, l) the fact that competence k is required to have at least level l (i.e. k ≥ l)
and by ¬(k, l) the fact that k is required to be less than l.

Arrows ending with a little-ball, Fig. 2(f), express the before temporal constraint between
two competences, that amount to require that (k1, l1) holds before (k2, l2). This constraint can
be used to express that to understand some topic, some proficiency of another is required as
precondition. It is important to underline that if the antecedent never becomes true, also the
consequent must be invariably false; this is expressed by the LTL formula ¬(k2, l2) U (k1, l1),
i.e. (k2 < l2) U (k1 ≥ l1). It is also possible to express that a competence must be acquired
immediate before some other. This is represented by means of a triple line arrow that ends with
a little-ball, see Fig. 2(i). The constraint (k1, l1) immediate before (k2, l2) imposes that (k1, l1)
holds before (k2, l2) and the latter either is true in the next state w.r.t. the one in which (k1, l1)
becomes true or k2 never reaches the level l2. The difference w.r.t the before constraint is that
it imposes that the two competences are acquired in sequence. The corresponding LTL formula
is “(k1, l1) before (k2, l2)” ∧2((k1, l1) ⊃ (©(k2, l2) ∨2¬(k2, l2))).

Both of the two previous relations represent temporal constraints between competences.
The implication relation (Fig. 2(e)) specifies, instead, that if a competency k1 holds at least
at the level l1, some other competency k2 must be acquired sooner or later at least at the
level l2. The main characteristic of the implication, is that the acquisition of the consequent
is imposed by the truth value of the antecedent, but, in case this one is true, it does not
specify when the consequent must be achieved (it could be before, after or in the same state of
the antecedent). This is expressed by the LTL formula 3(k1, l1) ⊃ 3(k2, l2). The immediate
implication (Fig. 2(h)), instead, specifies that the consequent must hold in the state right after
the one in which the antecedent is acquired. Note that, this does not mean that it must be
acquired in that state, but only that it cannot be acquired after. This is expressed by the LTL
implication formula in conjunction with the constraint that whenever k1 ≥ l1 holds, k2 ≥ l2
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holds in the next state: 3(k1, l1) ⊃ 3(k2, l2) ∧2((k1, l1) ⊃ ©(k2, l2)).
The last two kinds of temporal constraint are succession (Fig. 2(g)) and immediate succes-

sion (Fig. 2(j)). The succession relation specifies that if (k1, l1) is acquired, afterwards (k2, l2)
is also achieved; otherwise, the level of k2 is not important. This is a difference w.r.t. the be-
fore constraint where, when the antecedent is never acquired, the consequent must be invariably
false. Indeed, the succession specifies a condition of the kind if k1 ≥ l1 then k2 ≥ l2, while before
represents a constraint without any conditional premise. Instead, the fact that the consequent
must be acquired after the antecedent is what differentiates implication from succession. Suc-
cession constraint is expressed by the LTL formula 3(k1, l1) ⊃ (3(k2, l2)∧(¬(k2, l2) U (k1, l1))).
In the same way, the immediate succession imposes that the consequent either is acquired in
the same state as the antecedent or in the state immediately after (not before nor later). The
immediate succession LTL formula is “(k1, l1) succession (k2, l2)” ∧2((k1, l1) ⊃ ©(k2, l2)).

After the “positive relations” among competences, let us now introduce the graphical no-
tations for “negative relations”. The graphical representation is very intuitive: two vertical
lines break the arrow that represents the constraint, see Fig. 2(k)-(l). (k1, l1) not before (k2, l2)
specifies that k1 cannot be acquired up to level l1 before or in the same state when (k2, l2)
is acquired. The corresponding LTL formula is ¬(k1, l1) U ((k2, l2) ∧ ¬(k1, l1)). Notice that
this is not obtained by simply negating the before relation but it is weaker; the negation of
before would impose the acquisition of the concepts specified as consequents (in fact, the for-
mula would contain a strong until instead of a weak until), the not before does not. The not
immediate before is translated exactly in the same way as the not before. Indeed, it is a special
case because our domain is monotonic, that is a competency acquired at a certain level cannot
be forgotten.

(k1, l1) not implies (k2, l2) expresses that if (k1, l1) is acquired k2 cannot be acquired at
level l2; as an LTL formula: 3(k1, l1) ⊃ 2¬(k2, l2). Again, we choose to use a weaker formula
than the natural negation of the implication relation because the simple negation of formulas
would impose the presence of certain concepts. (k1, l1) not immediate implies (k2, l2) imposes
that when (k1, l1) holds in a state, k2 ≥ l2 must be false in the immediately subsequent state.
Afterwards, the proficiency level of k2 does not matter. The corresponding LTL formula is
3(k1, l1) ⊃ (2¬(k2, l2) ∨3((k1, l1) ∧©¬(k2, l2))), that is weaker than the “classical negation”
of the immediate implies.

The last relations are not succession, and not immediate succession. The first imposes that
a certain competence cannot be acquired after another, (either it was acquired before, or it will
never be acquired). As LTL formula, it is 3(k1, l1) ⊃ (2¬(k2, l2)∨ “(k1, l1) not before (k2, l2)”).
The second imposes that if a competence is acquired in a certain state, in the state that follows,
another competence must be false, that is 3(k1, l1) ⊃ (2¬(k2, l2)∨ “(k1, l1) not before (k2, l2)”
∨3((k1, l1) ∧©¬(k2, l2))).

3.1.3 Representing curricula as activity diagrams

Let us now consider specific curricula. In the line of [5, 3, 6], curricula are, in our model,
sequences of learning resources (courses), taking the abstraction of learning resources (courses)
as simple actions, which cause subsequent state transitions, from the initial set of competences
of a user (which can possibly be empty) up to a final state, which contains all the competences
that are owned by the user in the end.

We represent curricula as UML activity diagrams [24], normally used for representing busi-
ness processes. We decided to do so, because activity diagrams allow to capture in a natural
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Figure 3: Activity diagram representing a set of eight different curricula. Notice that Logic
and Java Programming I can be attended in any order (even in parallel), as well as Advanced
Java Programming and Lab DB, while Introduction to DB will be considered only if the guard
Transaction and Data Recovery is false.

way the simple sequencing of courses as well as the possibility of attending courses in parallel
or in possibly conditioned alternatives.

An example is reported in Fig. 3. Besides the initial and the final nodes, the graphical
elements used in an activity diagram are: activity nodes (rounded rectangle) that represent
activities (attending courses) that occur; flow/edge (arrows) that represent activity flows; fork
(black bar with one incoming edge and several outgoing edges) and join nodes (black bar
with several incoming edges and one outgoing edge) to denote parallel activities; and decision
(diamonds with one incoming edge and several outgoing edges) and merge nodes (diamonds
with several incoming edges and one outgoing edge) to choose between alternative flows.

In the modeling of learning processes, we use activities to represent the act of attending
courses (or using learning resources). For example, by fork and join nodes we represent the fact
that two (or more) courses or sub-curricula are not related and, it is possible for the student to
attend them in parallel. This is the case of Java Programming I and Logic, as well as Advanced
Java Programming and Lab. of DB showed in Fig. 3. Till all parallel branches have not been
attended successfully, the student cannot attend other courses, even if some of the parallel
branches have been completed. Parallel branches can also be used when we want to express
that the order among courses of different branches does not matter.

Decision and merge nodes can be used to represent alternative paths. The student will
follow only one of the possible branches. Alternative paths can also be conditioned, in this
case a guard, a boolean condition, is added at the beginning of the branch. Guards should
be mutually exclusive. In our domain, the conditions are expressed in terms of concepts that
must hold, otherwise a branch is not accessible. If no guard is present, the student can choose
one (and only one) of the possible paths. In the example in Fig. 3, the guard consists of two
competences: Transaction and Data Recovery. If one of these does not hold the student has to
attend the course Introduction to DB, otherwise he/she does not.
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3.2 Planning and Validation

Given a semantic annotation with preconditions and effects of the courses, classical planning
techniques are exploited for creating personalized curricula, in the spirit of the work in [4]. In-
tuitively the idea is that, given a repository of learning resources, which have been semantically
annotated, the user expresses a learning goal as a set of knowledge elements he/she would like
to acquire, and possibly also a set of already owned competencies. Then, the system applies
planning to build a sequence of learning resources that, read in sequence, will allow him/her to
achieve the goal.

The particular planning methodology that we implemented (see Section 3.3.3 for details) is
a simple depth-first forward planning (an early prototype was presented in [2]), where actions
cannot be applied more than once. The algorithm is simple:

1. Starting from the initial state, the set of applicable actions (those whose preconditions are
contained in the current state) is identified.

2. One of such actions is selected and its application is simulated leading to a new state.

3. The new state is obtained by adding to the previous one the competencies supplied as
effects of the selected action.

4. The procedure is repeated until either the goal is reached or a state is reached, in which
no action can be applied and the learning goal is not satisfied.

5. In the latter situation, backtracking is applied to look for another solution.

The procedure will eventually end because the set of possible actions is finite and each is
applied at most once. If the goal is achieved, the sequence of actions that label the transitions
leading from the initial to the final state is returned as the resulting curriculum. If desired, the
backtracking mechanism allows to collect a set of alternative solutions to present to the user.

Besides the capability of automatically building personalized curricula, it is also interesting
to perform a set of verification tasks on curricula and curricula models. The simplest form of
verification consists in checking the soundness of curricula which are built by hand by users
themselves, reflecting their own personal interests and needs. Of course, not all sequences
which can be built starting from a set of learning resources are lawful. Constraints, imposed by
courses themselves, in terms of preconditions and effects, must be respected. In other words,
a course can appear at a certain point in a sequence only if it is applicable at that point,
leaving no competency gaps. These implicit “applicability constraints” capture precedences and
dependencies that are innate to the nature of the taught concepts. In particular, it is important
to verify that all the competencies, that are necessary to fully understand the contents, offered
by a learning resource, are introduced or available before that learning resource is accessed.
Usually, this verification, as stated in [20], is performed manually by the learning designer, with
hardly any guidelines or support.

A recent proposal for automatizing the competence gap verification is done in [4] where an
analysis of pre- and post-requisite annotations of the Learning Objects (LO), representing the
learning resources, is proposed. A logic based validation engine can use these annotations in
order to validate the curriculum/LO composition. Melia and Pahl’s proposal is inspired by
the CocoA system [11], that allows to perform the analysis and the consistency check of static
web-based courses. Competence gaps are checked by a prerequisite checker for linear courses,
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simulating the process of teaching with an overlay student model. Pre- and post-requisites are
represented as “concepts”.

Together with the verification of consistence gaps, there are other kinds of verification.
Brusilovsky and Vassileva [11] sketch some of them. In our opinion, two are particularly im-
portant: (a) verifying that the curriculum allows to achieve the users’ learning goals, i.e. that
the user will acquire the desired knowledge, and (b) verifying that the curriculum is compliant
against the course design goals. Manually or automatically supplied curricula, developed to
reach a learning goal, should match the “design document”, a curricula model, specified by the
institution that offers the possibility of personalizing curricula. Curricula models specify general
rules for designing sequences of learning resources (courses). We interpret them as constraints,
that are expressed in terms of concepts and, in general, are not directly associated to learning
resources, as instead is done for pre-requisites. They constrain the process of acquisition of
concepts, independently from the resources.

Given the interpretation of resources as actions, the verification of the soundness of a cur-
riculum, w.r.t. the learning dependencies and the learning goal, can be interpreted as an
executability check of the curriculum. Also in this case, the algorithm is simple:

1. Given an initial state, representing the knowledge available before the curriculum is at-
tended, a simulation is executed, in which all the actions in the curriculum are (virtually)
executed one after the other.

2. An action (representing a course) can be executed only if the current state contains all
the concepts that are in the course precondition. Intuitively, it will be applied only if the
student owns the notions that are required for understanding the topics of the course.

3. If, at a certain point, an action that should be applied is not applicable because some
precondition does not hold, the verification fails and the reasons of such failure can be
reported to the user.

4. Given that all the courses in the sequence can be applied, one after the other, the final
state that is reached must be compared with the learning goal of the student: all the
desired goal concepts must be achieved, so the corresponding knowledge elements must
be contained in the final state.

Such verification task can be accomplished by the service described in Section 3.3.4.
Concerning compliance against course design goals, it amounts to determine if a curriculum

satisfies the constraints posed by a specification given by the designer. This specification is
captured by a “curricula model”. A curricula model imposes constraints on what to achieve
and how achieving it. In our proposal the verification is done by applying model checking and,
in particular, the SPIN model checker [19]. SPIN is used for verifying systems that can be
represented by finite state structures, where the specification is given in an LTL logic. The
verification algorithm is based on the exploration of the state space. This is exactly what we
need for performing all the validation tests that we mentioned, provided that we can translate
the curriculum in the internal representation used by the model checker. In the case of SPIN, the
internal representation is given in the Promela language. The implementation of the validation
service is described in Section 3.3.4.

For representing curricula models, we have developed DCML, see Section 3.1.2. We have seen
in this section that the consraints, given in DCML, can be translated into formulas in a temporal
logic (LTL, linear temporal logic [13]). This logic allows the verification of properties of interest
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for all the possible executions of a model, which in our case corresponds to the curriculum at
issue. To exploit this feature, we translate the activity diagram, that represents a curriculum
to be checked, in a Promela program [19]. Afterwards, we check that the program satisfies the
LTL formulas corresponding to the curricula model of interest. As in [20], in the representation
that we have developed we distinguish between competency and competence, where by the first
term we denote a concept (or skill) while by the second we denote a competency plus the level
of proficiency at which it is learnt or known or supplied. So far, we do not yet tackle with
“contexts”, as defined in the competence model proposed in [20], which will be part of future
work.

The approach to the representation and reasoning about curricula moels, that we have briefly
described here, differs from previous work [5], where we presented an adaptive tutoring system,
that exploits reasoning about actions and changes to plan and verify curricula. The approach
was based on abstract representations, capturing the structure of a curriculum, and implemented
by means of prolog-like logic clauses. Such representations were applied a procedure-driven
form of planning, in order to build personalized curricula. In this context, we proposed also
some forms of verification, of competence gaps, of learning goal achievement, and of whether a
curriculum, given by a user, is compliant to the “course design” goals. The use of procedure
clauses is, however, limiting because they, besides having a prescriptive nature, pose very strong
constraints on the sequencing of learning resources. In particular, clauses represent what is
“legal” and whatever sequence is not foreseen by the clauses is “illegal”. However, in an open
environment where resources are extremely various, they are added/removed dynamically, and
their number is huge, this approach becomes unfeasible: the clauses would be too complex, it
would be impossible to consider all the alternatives and the clauses should change along time.

For this reason we considered as appropriate to take another perspective and represent only
those constraints which are strictly necessary, in a way that is inspired by the so called social
approach proposed by Singh for multi-agent and service-oriented communication protocols [21,
22]. In this approach only the obligations are represented. In our application context, obligations
capture relations among the times at which different competencies are to be acquired. The
advantage of this representation is that we do not have to represent all that is legal but only
those necessary conditions that characterize a legal solution. To make an example, by means of
constraints we can request that a certain knowledge is acquired before some other knowledge,
without expressing what else is to be done in between. If we used the clause-based approach,
instead, we should have described also what can legally be contained between the two times at
which the two pieces of knowledge are acquired. Generally, the constraints-based approach is
more flexible and more suitable to an open environment.

3.3 Implementation in the Personal Reader Framework

The Personal Reader Framework has been developed with the aim of offering a uniform entry
point for accessing the Semantic Web, and in particular Semantic Web Services. Indeed it offers
an environment for designing, implementing and realizing Web content readers in a service-
oriented approach, for a more detailed description, see [18] (http://www.personal-reader.
de/).

In applications based on the Personal Reader Framework, a user can select and combine
—plug together— which personalized support he or she wants to receive. The framework has
already been used for developing Web Content Readers that present online material in an
embedded context [8, 17].
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Figure 4: Personal Reader Framework Overview

Besides a user-interface, as shown in figure 4, a Personal Reader application consists of
three types of services. Personalization services(PService) provide personalization function-
alities: they deliver personalized recommendations for content, as requested by the user and
obtained or extracted from the Semantic Web. Syndication Services (SynService) allow for
some interoperability with the other services in the framework, e.g. for the discovery of the
applications interfaces by a portal. The Connector is a single central instance responsible for
all the communication between user interface and personalization services. It selects services
based on their semantic description and on the requirements by the SynService. The Connec-
tor protects –by means of a public-key-infrastructure (PKI)– the communication among the
involved parties. It also supports the customization and invocation of services and interacts
with a user modelling service, called the UMService, which maintains a central user model.

3.3.1 Metadata Description of Courses

In order to create the corpus of courses, we started with information collected from an existing
database of courses. We used the Lixto [7] tool to extract the needed data from the web-pages
provided by the HIS-LSF (http://www.his.de/) system of the University of Hannover. This
approach was chosen based on our experience with Lixto in the Personal Publication Reader [8]
project, where we used Lixto for creating the publications database by crawling the publication
pages of the project partners. The effort to adapt our existing tool for the new data source
was only small. From the extracted metadata we created an RDF document, containing course
names, course catalog identifier, semester, number of credit points, effects and preconditions,
and the type of course, e.g. laboratory, seminar or regular course with examinations in the end,
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as illustrated in Figure 5.
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Figure 5: An annotated course from the Hannover course database

The larger problem was that the quality of most of the information in the database turned
out to be insufficient, mostly due to inconsistencies in the description of prerequisites and effects
of the courses. Additionally the corpus was not annotated using a common set of terms, but
authors and department secretaries used a slightly varying vocabulary for each of their course
descriptions, instead of relying on a common classification system, like e.g. the ACM CCS for
computer science.

As a consequence, we focussed only on a subset of the courses (computer science and en-
gineering courses), and manually post-processed the data. Courses are annotated with pre-
requisites and effects, that can be seen as knowledge concepts or competences, i.e. ontology
terms. After automatic extraction of effects and preconditions, the collected terms were trans-
lated into proper English language, synonyms were removed and annotations were corrected
where necessary. The resulting corpus had a total of 65 courses left, with 390 effects and 146
preconditions.

3.3.2 The User Interface and Syndication Service

In our implementation, the user interface (see figure 6) is responsible for identifying the user,
presenting the user an interface to select the knowledge she wants to acquire, and to display
the results of the planning and validation step, allowing further refinement of created plans.
The creation of curriculum sequences and the validation are implemented as two independent
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Figure 6: The Actions supported by the User Interface

Personalization Services, the “Curriculum Planning PService”, and the “Curriculum Validation
PService”. Because of the plug-and-play nature of the infrastructure, the two PServices can
be used by other applications (SynServices) as well (Fig. 6). Also possible is that PServices,
which provide additional planning and validation capabilities can be used in our application.
The current and upcoming future implementations of the Curriculum Planning and Validation
Prototype are available at http://semweb2.kbs.uni-hannover.de:8080/plannersvc.

3.3.3 The Curriculum Planning PService

Figure 7: Curriculum Planning Web Service

In order to integrate the Planning Service as a plug-and-play personalization service in the
Personal Reader architecture we worked at embedding the Prolog reasoner into a web service.
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Figure 7 gives an overview over the components in the current implementation. The web
service implements the Personalization Service (PService [18]) interface, defined by the Personal
Reader framework, which allows for the processing of RDF documents and for inquiring about
the services capabilities. The Java-to-Prolog Connector runs the SWI-Prolog executable in a
sub-process; essentially it passes the RDF document containing the request as-is to the Prolog
system, and collects the results, already represented as RDF.

The curriculum planning task itself is accomplished by a reasoning engine, which has been
implemented in SWI Prolog2. The interesting thing of using SWI Prolog is that it contains a
semantic web library allowing to deal with RDF statements. Since all the inputs are sent to
the reasoner in a RDF request document, it actually simplifies the process of interfacing the
planner with the Personal Reader. In particular the request document contains: a) links to the
RDF document containing the database of courses, annotated with metadata, b) a reference
to the user’s context c) the user’s actual learning goal, i.e. a set of knowledge concepts that
the user would like to acquire, and that are part of the domain ontology used for the semantic
annotation of the actual courses. The reasoner can also deal with information about credits
provided by the courses, when the user sets a credit constraint together with the learning goal.

Given a request, the reasoner runs the Prolog planning engine on the database of courses
annotated with prerequisites and effects. The initial state is set by using information about
the user’s context, which is maintained by the User Modelling component of the PR. In fact
such user’s context includes information about what is considered as already learnt by the
student (attended courses, learnt concepts) and such information is included in the request
document. The Prolog planning engine has been implemented by using a classical depth-first
search algorithm. This algorithm is extremely simple to implement in declarative languages as
Prolog.

At the end of the process, a RDF response document is returned as an output. It contains a
list of plans (sequences of courses) that fulfill the user’s learning goals and profile. The maximum
number of possible solutions can be set by the user in the request document. Notice that further
information stored in the user profile is used at this stage for adapting the presentation of the
solutions, here simple hints are used to rank higher those plans that include topics that the user
has an expressed special interest in.

3.3.4 The Curriculum Validation PService

In this section we discuss how to validate a curriculum. As explained, three kinds of verifications
have to be performed: (1) verifying that a curriculum does not have competence gaps, (2)
verifying that a curriculum supplies the user’s learning goals, and (3) verifying that a curriculum
satisfies the course design goals, i.e. the constraints imposed by the curricula model. To do
this, we use model checking techniques [12].

By means of a model checker, it is possible to generate and analyze all the possible states of
a program exhaustively to verify whether no execution path satisfies a certain property, usually
expressed by a temporal logic, such as LTL. When a model checker refuses the negation of a
property, it produces a counterexample that shows the violation. SPIN, by G. J. Holzmann [19],
is the most representative tool of this kind. Our idea is to translate the activity diagram, that
represents a set of curricula, in a Promela (the language used by SPIN) program, and, then to
verify whether it satisfies the LTL formulas that represents the curricula model.

2http://www.swi-prolog.org/
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In the literature, we can find some proposals to translate UML activity diagrams into
Promela programs, such as [14, 16]. However, these proposals have a different purpose than
ours and they cannot be used to perform the translation that we need to perform the verifica-
tions we list above. Generally, their aim is debugging UML designs, by helping UML designers
to write sound diagrams. The translation proposed in the following, instead, aims to simulate,
by a Promela program the acquisition of competencies by attending courses contained into the
curricula represented by an activity diagram.

Given a curriculum as an activity diagram, we represent all the competences involved by
its courses as integer variables. In the beginning, only those variables that represent the initial
knowledge owned by the student are set to a value greater than zero. Courses are represented as
actions that can modify the value of such variables. Since our application domain is monotonic,
the value of a variable can only grow.

The Promela program consists of two main processes: one is called CurriculumVerification
and the other UpdateState. While the former contains the actual translation of the activity
diagram and simulates the acquisition of the competences for all curricula represented by the
translated activity diagram, the latter contains the code for updating the state, i.e. the com-
petences achieved so far, according to the definition in terms of preconditions and effects of
each course. The processes CurriculumVerification and UpdateState communicate by means of
the channel attend. The notation attend!courseName represents the fact that the course with
name “courseName” is to be attended. On the other hand, the notation attend?courseName
represents the possibility for a process of receiving a message. For example, the process Cur-
riculumVerification for the activity diagram of Fig. 3 is defined as follows:

proctype CurriculumVerification() {

activity_forkjoin_1();

course_java_programming_II();

activity_decisionmerge_1();

course_database_I();

course_database_II();

activity_forkjoin_2();

course_lab_of_web_services();

attend!stop;

}

If the simulation of all its possible executions end, then, there are no competence gaps; at-
tend!stop communicates this fact and starts the verification of user’s learning goal, that, if
passed, ends the process. Each course is represented by its preconditions and its effects. For
example, the course “Laboratory of Web Services” is as follows:

inline preconditions_course_lab_of_web_services() {

assert(N_tier_architectures >= 4 && sql >= 2);

}

inline effects_course_lab_of_web_services() {

SetCompetenceState(jsp, 4); [...]

SetCompetenceState(markup_language, 5);

}

inline course_lab_of_web_services() {

attend!lab_of_web_services;

}
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assert verifies the truth value of its condition, which in our case is the precondition to the course.
If violated, SPIN interrupts its execution and reports about it. SetCompetenceState increases
the level of the passed competence if its current level is lower than the second parameter.
If all the curricula represented by the translated activity diagram have no competence gaps,
no assertion violation will be detected. Otherwise, a counterexample will be returned that
corresponds to an effective sequence of courses leading to the violation, giving a precise feedback
to the student/teacher/course designer of the submitted set of curricula.

The fork/join nodes are simulated by activating as many parallel processes as their branches.
Each process translates recursively the corresponding sub-activity diagram. Thus, SPIN sim-
ulates and verifies all possible interleavings of the courses (we can say that the curriculum is
only one but it has different executions). The join nodes are translated by means of the syn-
chronization message done that each activated process must send to the father process when it
finishes its activity:

proctype activity_joinfork_11() {

course_java_programming_I(); joinfork_11!done;

}

proctype activity_joinfork_12() {

course_logic(); joinfork_12!done;

}

inline activity_joinfork_1() {

run activity_joinfork_11(); run activity_joinfork_12();

joinfork_11?done; joinfork_12?done;

}

Finally, decision and merge nodes are encoded by either conditioned or non-deterministic if.
Each such if statement refers to a set of alternative sub-activity diagrams (sub-curricula). Only
one will be effectively attended but all of them will be verified:

inline activity_decisionmerge_11() {

course_introduction_to_database();

}

inline activity_decisionmerge_12() {

skip;

}

inline activity_decisionmerge_1() {

if

:: (transaction >= 1 && data_recovery >= 1) ->

activity_decisionmerge_12();

:: else -> activity_decisionmerge_11();

fi

}

On the other hand, the process UpdateState, after setting the initial competences, checks if the
preconditions of the courses communicated by CurriculumVerification hold in the current state.
If a course is applicable it also updates the state. The test of the preconditions and the update
of the state are performed as an atomic operation. In the end if everything is right it sends a
feedback to CurriculumVerification (feedback!done):
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proctype UpdateState() {

SetInitialSituation();

do [ ... ]

:: attend?lab_of_web_services -> atomic {

preconditions_course_lab_of_web_services();

effects_course_lab_of_web_services(); }

:: attend?stop -> LearningGoal(); break;

od

}

When attend?stop (see above) is received, the check of the user’s learning goal is performed.
This just corresponds to a test on the knowledge in the ending state:

inline LearningGoal() {

assert(advanced_java_programming>=5 && N_tier_architectures

>= 4 && relational_algebra>=2 && ER_language>=2);

}

To check if the curriculum complies to a curricula model, we check if every possibly sequence
of execution of the Promela program satisfies the LTL formulas, now transformed into never
claims directly by SPIN. For example, the curriculum shown in Fig. 3 respects all the constraints
imposed by the curricula model described in Fig. 1, taking into account the description of the
courses supplied at the URL above. The assertion verification takes very few seconds on an
old notebook; the automaton generated from the Promela program on that example has more
than four-hundred states, indeed, it is very tractable. Also the verification of the temporal
constraints is not hard if we check the constraints one at the time.

3.3.5 Conclusions

We have described the work carried on in the last years about the representation of and reasoning
applied curricula, reporting also the current state of advancement of the integration of semantic
personalization web services for Curriculum Planning and Validation within the Personal Reader
Framework.

We have introduced a graphical language to describe curricula models as temporal con-
straints posed on the acquisition of competences (supplied by courses), therefore, taking into
account both the concepts supplied/required and the proficiency level. We have also shown
how model checking techniques can be used to verify that a curriculum complies to a curricula
model, and also that a curriculum both allows the achievement of the user’s learning goals
and that it has no competence gaps. This use of model checking is inspired by [1], where
LTL formulas are used to describe and verify the properties of a composition of Web Services.
Another recent work, though in a different setting, that inspired this proposal is [23], where
medical guidelines, represented by means of the GLARE graphical language, are translated in
a Promela program, whose properties are verified by using SPIN. Similarly to [23], the use of
SPIN, gives an automa-based semantics to a curriculum (the automaton generated by SPIN
from the Promela program) and gives a declarative, formal, representation of curricula models
(the set of temporal constraints) in terms of a LTL theory that enables other forms of reason-
ing. In fact, as for all logical theories, we can use an inference engine to derive other theorems
or to discovery inconsistencies in the theory itself. The presented proposal is an evolution of
earlier works [4, 3, 5], where we applied semantic annotations to learning objects, with the
aim of building compositions of new learning objects, based on the user’s learning goals and
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exploiting planning techniques. That proposal was based on a different approach that relied on
the experience of the authors in the use of techniques for reasoning about actions and changes
which, however, suffers of the limitations discussed in the introduction.

We have also reported about the integration of the above approach into the Personal Reader
Framework [18]. In this latter context, the goal of personalization is to create sequences of
courses that fit the specific context and the learning goal of individual students. Despite some
manual post-processing for fixing inconsistencies, we used real information from the Hannover
University database of courses for extracting the meta-data. Currently the courses are an-
notated also by meta-data concerning the schedule and location of courses, like for instance
room-numbers, addresses and teaching hours. As a further development, it would be interest-
ing to let our Curriculum Planning Service to make use also of such metadata in order to find
a solution that fits the desires and the needs of the user in a more complete way.

The Curriculum Planning Service has been integrated as a new plug-and-play personaliza-
tion service in the Personal Reader framework. The Curriculum Validation Service has been
designed. An early prototype of the validation system based on the model checker SPIN has
been developed [6] and is currently being embedded in the same framework. The Personal
Reader Platform provides a natural framework for implementing a service-oriented approach to
personalization in the Semantic Web, allowing to investigate how (semantic) web service tech-
nologies can provide a suitable infrastructure for building personalization applications, that
consist of re-usable and interoperable personalization functionalities. The idea of taking a ser-
vice oriented approach to personalization is quite new and was born within the personalization
working group of the Network of Excellence REWERSE.
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4 DYNAWeb

Industrial maintenance is one of the most important tasks in the industry because its cost is
too high, usually due to poor maintenance decisions. Traditionally, corrective maintenance
and preventive maintenance are performed, but both of them, the excessive and the lacking
maintenance can be harmful. In the last years, CBM (Condition Based Maintenance) technology
or predictive maintenance has appeared in order to establish whether the system will fail during
some future period and then take actions to avoid consequences.

Within these years, we have developed the e-maintenance platform DYNAWeb, which is
also part of DYNAMITE project. DYNAWeb develops a CBM system based on OSA-CBM
standard over MIMOSA comprising many capabilities, like sensing and data acquisition, signal
processing, health assessment, and prognosis.

This platform ensures the integration of all the components (software and hardware) using
different technologies (e.g. sensor technologies, wireless communication technologyand provid-
ing them with agents and (Semantic) Web Services to allow the integration and the reuse among
different applications.

The DYNAMITE vision aims at promoting a major change in the focus of condition based
maintenance, essentially taking full advantage of recent advanced information technologies, that
are related to hardware, software and semantic information modelling. Special attention is also
given to the identification of cost-effectiveness related to the upgraded CBM strategies, as well
as to the inclusion of innovative technologies within CBM. It is expected that the combination
of the use of new technologies with a clear indication of cost-benefit trade-off will facilitate
the upgrade into CBM, in many cases where non-critical machinery exists, and especially for
the vast majority of SME companies that feel the distance between planned maintenance and
condition based is too wide.

In order to provide the most convenient analysis flow, information processing is understood
as a distributed and collaborative system, where three different levels of entities can undertake
intelligence tasks. At the lower end, sensors can provide certain degree of reasoning, taking into
account the “local” scope of this processing. At a medium level, smart PDAs (mobile agents) will
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provide higher communication interfaces with sensors, intermediate processing capabilities and
a smart end for human interface to remote web services centres that will compose a distributed
web platform system at the higher end of the processing hierarchy [1]. Finally, wireless data
transmission between sensor devices and information processing layers will be implemented.

4.1 Ontology

The real challenge is to match the semantic web concept to the maintenance function. In this
way, information used over internet must be specified in ontologies. The ontology represents
the knowledge in internet [3], defining in a formal way the concepts of the different domains and
relationships, with ability to perform reasoning over this knowledge. The definition of this on-
tologies has been performed starting from the standard CRIS (Common Relational Information
Schema) defined by MIMOSA 3 (Machinery Information Management Open System Alliance).

CRIS represents a static view of the data produced by a CBM system, where every OSA-
CBM layer has been associated to an ontology [2]. OSA-CBM was developed around MIMOSA
CRIS (Common Relational Information Schema) that provides coverage of the information
(data) that will be managed within a condition based maintenance system. It defines a re-
lational database schema with about 200 of tables approximately for machinery maintenance
information. In short, CRIS is the core of MIMOSA which aim is the development and publica-
tion of open conventions for information exchange between plant and machinery maintenance
information system. In this sense DYNAMITE investigate the way to improve these ontologies
defined in XML language to other richer semantic ontology languages as RDF or OWL.

4.2 Semantic web services

DYNAWeb (Semantic Web) Services are the core software modules which support the e- main-
tenance platform and provide a services oriented functionality for the Semantic Web. The
description of these services goes far beyond the idea of an interface since we may find internal
reasoning, state handling and many other elements. The set of DYNAWeb Web Services has
been divided into different groups of Web Services depending on associated OSA-CBM layer,
so it has defined three types of different Web Services (condition monitoring, diagnosis and
prognosis). All of these Web Services could be invoked by PDAs or CMOpS. The condition
monitoring will perform in sensors and PDAs but Web Services have been designed to provide
this service in case not having information. So, PDA or CMOpS could request the Web Service
and depending on data received by this, it could be performed four different functions related
to condition monitoring:

• Absolute: this function retrieves alerts depending on fixed limits. The limits define subsets
which belong to specific alert regions.

• Relative: this function issued alerts by means of the deviations between the measured
current values and a reference values. Depending on the variation, it is issued an alert
with a specific severity.

• Two Dimensions: the limits which define the alert regions depend on another parameter.

• Dynamic Limits: this function calculates the mean and standard deviation of historic
values within it is possible to define the interval of confidence.
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The Web Services for diagnosis assess the health of the component. There are five different
services for diagnosis:

• Spindle Diagnosis: this function applies Bayesian Network to retrieve a list of failures
with probabilities associated using vibration information.

• Hydraulic System: this function uses CLIPS expert system to retrieve diagnosis status
by means of oil information.

• Cogenerator Diagnosis: this function uses means of vibration, oil and efficiency parameters
within FMECA and retrieves diagnosis status.

• Reciprocating Engine Diagnosis: this function retrieves diagnosis status using CLIPS
expert system within means of vibration and oil information.

• Reliability Diagnosis: this function is able to perform a diagnosis by means of FTA (Fault
tree Analysis) information of the component.

Finally, prognosis Web Services implements functionality to compute the remaining useful
life of the component submitted to a degradation mode. The design of these Web Services is
focused on two specific cases of prognosis based on:

• Reliability: this function uses a degradation model based on reliability;

• Condition monitoring: this function applies a data modelling approach (trend analysis,
pattern recognition, etc).
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5 Conclusion

This deliverable accounts for the most recent advancement of the research line on Testbeds of
the working group A3. The presented testbeds are at different development stages; in particu-
lar, the work on the DYNAWeb platform is still in an early phase. The other two applications,
instead, are quite at an advanced stage and witness the integration, within the Personal Reader
framework, of Personalization services that base upon totally different theoretical bases (unsu-
pervised neural networks and temporal reasoning in the specific case). These integration come
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out as being, nevertheless, pretty easy, thanks to the service-oriented nature of the Personal
Reader framework and to the choice of decoupling as much as possible the application logic of
the personalization services from the interaction with the user and the interface components,
as well as from the fact that all the components of the system interact with one another based
on a semantics basis. Indeed, all information (e.g. encoding the user profiles) are kept and
exchanged in the form of RDF documents.
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Summary. In this chapter we focus on some problems concerning application of
an immune-based algorithm to extraction and visualization of cluster structure.
Particularly a hierarchical, topic-sensitive approach is proposed; it appears to be a
robust solution to the problem of scalability of document map generation process
(both in terms of time and space complexity). This approach relies upon extraction
of a hierarchy of concepts, i.e. almost homogenous groups of documents described
by unique sets of terms. To represent the content of each context a modified version
the aiNet [9] algorithm is employed; it was chosen because of its natural ability
to represent internal patterns existing in a training set. Careful evaluation of the
effectiveness of the novel text clustering procedure is presented in section reporting
experiments.

1 Introduction

When analyzing the number of terms per query in one billion accesses to the
Altavista site, [12], extraordinary results were observed by Alan Gilchrist: (a)
in 20.6% queries no term was entered, (b) in almost 25% queries only one term
was used in a search, and (c) the average was not much higher than two terms!
This justifies our interest in looking for a more ”user-friendly” interfaces to
web-browsers.

A first stage in improving the effectiveness of Information Retrieval (IR)
systems was to apply the idea of clustering inspired by earlier studies of Salton,
[21], and reinvigorated by Rijsbergen’s Cluster Hypothesis [24]. According to
this hypothesis, relevant documents tend to be highly similar to each other,
and therefore tend to appear in the same clusters. Thus, it is possible to re-
duce the number of documents that need to be compared to a given query,
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as it suffices to match the query against cluster representatives first. How-
ever such an approach offers only technical improvement in searching relevant
documents. A more radical improvement can be gained by using so-called
document maps, [2], where a graphical representation allows additionally to
convey information about the relationships of individual documents or group
of documents. Document maps are primarily oriented towards visualization
of a certain similarity of a collection of documents, although other usage of
such the maps is possible – consult Chapter 5 in [2] for details.

The most prominent representative of this direction is the WEBSOM
project4. Here the Self-Organizing Map, or SOM, algorithm [19] is used to
organize miscellaneous text documents onto a 2-dimensional grid so that re-
lated documents appear close to each other. Each grid unit contains a set
of closely related documents. The color intensity reflects dissimilarity among
neighboring units: the lighter shade the more similar neighboring units are.
Unfortunately this approach is time and space consuming, and rises questions
of scaling and updating of document maps (although some improvements are
reported in [20]). To overcome some of these problems the DocMINER system
was proposed in [2]. It composes a number of methods from explorative data
analysis to support effectively information access for knowledge management
tasks. Particularly, a given collection of documents represented as vectors in
highly dimensional vector space is moved – by a multidimensional scaling algo-
rithm – to so-called semantic document space in which document similarities
are reinforced. Then the topological structure of the semantic document space
is mapped to a 2-dimensional grid using the SOM algorithm.

Still, the profound problem of map-like representation of document collec-
tions is the issue of scalability which is strongly related to high dimensionality.
While multidimensional scaling and other specialized techniques, like PCA,
versions of SVD etc., reduce the dimensionality of the space formally, they
may result in increased complexity of document representation (which had a
low number of non-zero coordinates in the high-dimensional space, and has
more non-zero coordinates in the reduced space). So some other way of dimen-
sionality reduction, via feature selection and not feature construction, should
be pursued.

Note that the map of documents collection is a new kind of clustering,
where not only the documents are split into groups, but also there exists a
structural relationship between clusters, reflected by the topology of a map.
We can say we have to do with a cluster networking. This affects the closely
related issue of evaluation of the quality of the obtained clusters. Usually the
quality evaluation function is a driving factor behind the clustering algorithm
and hence partially determines its complexity and success. While the conven-
tional external and internal cluster evaluations criteria (like class purity, class
uniformity, inter-class dissimilarity) are abundant, they are primarily devised

4 Details and full bibliography concerning WEBSOM can be found at the web-page
http://websom.hut.fi/websom/.
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to evaluate the sets of independent (not linked) clusters, there exist no sat-
isfactory evaluation criteria for cluster network quality. Beside SOM, there
are other clustering methods like growing neural gas (GNG) [11] or artificial
immune systems (AIS) [9], [25] that face similar problems.

In our research project BEATCA, [18], oriented towards exploration and
navigation in large collections of documents a fully-fledged search engine capa-
ble of representing on-line replies to queries in graphical form on a document
map has been designed and constructed [16]. A number of machine-learning
techniques, like fast algorithm for Bayesian networks construction [18], SVD
analysis, (GNG) [11], SOM algorithm, etc., have been employed to realize the
project. BEATCA extends the main goals of WEBSOM by a multilingual ap-
proach, new forms of geometrical representation (besides rectangular maps,
projections onto sphere and torus surface are possible).

The process of document map creation is rather complicated and consists
of the following main stages: (1) document crawling, (2) indexing, (3) topics
identification, (4) document grouping, (5) group-to-map transformation, (6)
map region identification, (7) group and region labeling, and finally, (8) visu-
alization. At each of theses stages various decisions should be made implying
different views of the document map.

Within such a framework, in this chapter we propose a new solution to the
problem of scalability and of evaluation of the quality of the cluster network.
In particular, the contribution of this chapter concerns: (1) invention of a new
artificial immune algorithm for handling large-scale document collections, to
replace the traditional SOM in document map formation, (2) invention of a
new representation of the document space, in which instead of single point
statistics of terms their distributions (histograms) are exploited, (3) invention
of a measure of quality of networked clustering of document collections, which
is based on the above-mentioned histograms, and which evaluates the quality
of both the clustering of documents into the groups as well as usefulness of
the inter-group links. These new features are of particular value within our
framework of contextual document space representation, described in earlier
publications, allowing for a more radical intrinsic dimensionality reduction,
permitting efficient and predominantly local processing of documents.

In section 2 we present our hierarchical, topic-sensitive approach, which
appears to be a robust solution to the problem of scalability of map generation
process (both in terms of time complexity and space requirements). It relies
upon extraction of a hierarchy of concepts, i.e. almost homogenous groups5 of
documents. Any homogenous group is called here a ”context”, in which further
document processing steps – like computation of term-frequency related mea-
sures, keyword extraction, and dimensionality reduction – are carried out, so
that each context is described by unique set of terms. To represent the content
of each context a modified version of the aiNet algorithm [10] was employed –

5 By a homogegous group we understand hereafter a set of documents belonging
to a single cluster after a clustering process.
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see section 3. This algorithm was chosen because of its ability of representing
internal patterns existing in a training set. More precisely, the aiNet produces
a compressed data representation for the vectors through the process resem-
bling data edition. Next this reduced representation is clustered; the original
aiNet algorithm uses hierarchical clustering, [10], while we propose original
and much more efficient procedure.

Further, the method of representing documents and groups of documents
in the vector space was enriched: Instead of traditional single point measure
we apply the histograms of term occurrence distributions in some conceptual
space so that the document content patterns would be matched in a more
refined way – see section 4 for details.

To evaluate the effectiveness of the novel text clustering procedure it has
been compared to the aiNet and SOM algorithms in section 5. In the experi-
mental sections 5.6 – 5.8 we have also investigated issues such as evaluation of
immune network structure and the influence of the chosen antibody/antigen
representation on the resulting immune memory model. Final conclusions are
given in section 7.

1.1 Document maps

Before going into details let us devote a little bit attention to the concept
of a document map as such. Formally, a document map can be understood
as a 2-dimensional rectangle (or any other geometrical figure) split into dis-
joint areas, usually squares or hexagons6, called ”cells”. To each cell a set of
documents is assigned, thus a single cell may be viewed as a kind of docu-
ment cluster. The cells are frequently clustered into so-called regions on the
ground of similarity of their content. The cells (and regions) are labeled by
the keywords best-describing cell/region content, where ”best-describing” is
intended to mean entire characteristic of the cell/region, but distinguishing it
from surrounding cells/regions. A document map is visualized in such a way
that cell colors (or textures) represent the number of documents it contains,
or the degree of similarity to the surrounding cells, the importance of docu-
ments (e.g. PageRank), the count of documents retrieved in the recent query,
or any other feature significant from the point of view of the user. The labels
of some cell/region are also displayed, but with a ”density” not prohibiting
the overall readibility. Optionally, labels may be displayed in ”mouse-over”
fashion.

2 Contextual local networks

In our approach – like in many traditional IR systems – documents are mapped
into T -dimensional term vector space. The points (documents) in this space

6 For non-Euclidian geometries other possibilities exist – cf. [18]
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are of the form (w1,d, ..., wT,d) where T stands for the number of terms, and
each wt,d is a weight for term t in document d, so-called term frequency/inverse
document frequency, tfidf, weight:

wt,d = w(t, d) = ftd · log
(

N

ft

)
(1)

where ftd is the number of occurrences of term t in document d, ft is the num-
ber of documents containing term t and N is the total number of documents.

The vector space model has been criticized for some disadvantages, pol-
ysemy and synonymy, among others, [3]. To overcome these disadvantages a
contextual approach has been proposed [18] relying upon dividing the set of
documents into a number of homogenous and disjoint subgroups (clusters).
During the dimensionality reduction process, each of the clusters, called also
”contexts” (for reasons obvious later), will be described by a unique subset of
terms.

In the sequel we will distinguish between hierarchical and contextual model
of documents treatment. In the former the dimensionality reduction process is
run globally, for the whole collection of documents, so that the terms used for
document description are identical for each subgroup of documents, and the
computation of tfidf weights, defined in equation (1) is based on the whole
document collection. In the later model, for each subgroup the dimensionality
reduction process is run separately, so that each subgroup may be described
by a different subset of terms weighted in accordance with the equation (4).
Finally, whenever we do not carry out a clustering of documents and we
construct a single, ”flat”, representation for entire collection – we will speak
about a global model. 7

The contextual approach consists of two main stages. At first stage a hier-
archical model is built, i.e. a collection D of documents is recurrently divided
– by using Fuzzy ISODATA algorithm [4] – into homogenous groups consisting
of approximately identical number of elements. Such a procedure results in a
hierarchy represented by a tree of clusters. The process of partitioning halts
when the number of documents inside each group meets predefined criteria8.
To compute the distance dist(d, v) of a document d from a cluster centroid v,
the cosine distance was used:

dist(d, v) = 1−<d/||d||, v/||v||> = 1− (d/‖d‖)T(v/‖v‖) (2)

where the symbol < ·, · > stands for the dot-product of two vectors. Given
mdG, the degree of membership of a document d to a group G, (obtained via

7 The principal difference between the ”hierarchical” and the ”global” models is
that in the hierarchical model we distinguish a number of clusters, while in the
global model we treat the whole collection as a single cluster.

8 Currently a single criterion saying that the cardinality ci of i-th cluster cannot
exceed a given boundaries [cmin, cmax]. This way the maps created for each group
at the same level of a given hierarchy will contain similar number of documents.
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the Fuzzy-ISODATA algorithm) this document is assigned to the group with
highest value of mdG.

The second phase of contextual document processing relies upon division
of terms space (dictionary) into – possibly overlapping – subspaces of terms
specific to each context (i.e. the group extracted in previous stage). The fuzzy
membership level, mtG, representing importance of a particular term t in a
given context G is computed as:

mtG =
∑

d∈G (ftd ·mdG)
fG ·

∑
d∈G mdG

(3)

where fG is the number of documents in the cluster G, mdG is the degree of
membership of document d to group G, ftd is the number of occurrences of
term t in document d. We assume that a term t is relevant for a given context
G if mtG > ε, where ε is a parameter.

Removing non-relevant terms leads to the topic-sensitive reduction of the
dimension of the terms space. This reduction results in a new vector repre-
sentation of documents; each component of the vector is computed according
to the equation:

wtdG = ftd ·mtG · log
(

fG

ftG ·mtG

)
(4)

where ftG is the number of documents in the group G containing term t.
To depict similarity relation between contexts (represented by a set of con-

textual models), additional ”global” map is required. Such a model becomes
the root of contextual maps hierarchy. Main map is created in a manner sim-
ilar to previously created maps with one distinction: an example in training
data is a weighted centroid of referential vectors of the corresponding con-
textual model: ṽi =

∑
c∈Ci

(|c| · vc), where Ci is the set of antibodies 9 in
i-th contextual model (obtained from Fuzzy-ISODATA), |c| is the density of
the antibody, i.e. the number of assigned documents and vc is its referential
vector.

The whole process of learning contextual model (summarized in the pseu-
docode 1) is to some extent similar to the hierarchical learning [13]. However,
in our approach each constituent model, and the corresponding contextual
map, can be processed independently (particularly, in parallel). Also a partial
incremental update of such a model appears to be much easier to perform,
both in terms of model quality, stability and time complexity. The possibility
of incremental learning stems from the fact that the very nature of the learning
process is iterative. So if new documents come, we can consider the learning
process as having been stopped at some stage and it is resumed now with all
the documents. We claim that it is not necessary to start the learning process
from scratch neither in the case that the new documents ”fit” the distribution
9 This notion is explained in section 3.1.
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of the previous ones nor when their term distribution is significantly different.
This claim is supported by experimental results presented e.g in [18].

Algorithm 1 Scheme of the meta-algorithm of contextual processing
1. Index the whole set of documents and collect global frequency statistics for

terms
2. Create global vector representation of documents and identify globally signifi-

cant terms (global reduction of dimensionality)
3. Identify major themes in the document collection
4. Based on global representation and major themes carry out fuzzy splitting of

the document collection and reduce the term space
5. Create initial contextual groups and compute contextual statistics for the terms
6. Identify locally significant terms and create contextual vector representation for

the individual groups
7. Create the contextual model (a hierarchy of network models, based on local

vector representations)
8. Create map-like visualization of the contextual model and find labels for docu-

ment groups (network nodes and map cells)
9. Adapt the existing model in response to changes of objective factors (data

changes) or subjective factors (personalization, response to changes in user pro-
file):

a) Modify local statistics of individual contexts and modify vector representa-
tions taking into account the significance of terms.

b) Modify the existent split into contexts
c) Start incremental learning of existing contextual models
d) Create a new map-like visualization of the modified contextual model and

update the group and cell labels

3 Immune approach to text data clustering

One of main goals of the BEATCA project was to create multidimensional
document maps in which geometrical vicinity would reflect conceptual close-
ness of documents in a given document set. Additional navigational informa-
tion (based on hyperlinks between documents) can be introduced to visualize
directions and strength of between-group topical connections.

Clustering and content labeling is the crucial issue for understanding the
two-dimensional map by a user. We started our research with the WEBSOM
approach which, appeared to be unsatisfactory: both speed and clustering
stability were not very encouraging.

In SOM algorithm, [19] each unit of an K × K grid contains so-called
reference vector vi, whose dimension agrees with the dimension of training
examples. The training examples are repeatedly presented to the network
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until a termination criterion is satisfied. When an example x(t) is presented
at time t to the network, its reference vectors are updated according to the
rule

vi(t + 1) = vi(t) + αi(t) · (x(t)− vi(t)) , i = 1, ..., |K| × |K| (5)

where αi(t) is so-called learning rate varying according to the equation:

αi(t) = ε(t) · exp
(
−dist(i, w)

σ2(t)

)
(6)

Here ε(t) and σ(t) are two user defined monotone decreasing functions of time
called, respectively, step size (or cooling schedule) and neighborhood radius.
The symbol dist(i, w) stands for the distance (usually Manhattan distance)
between i-th unit and so-called winner unit (i.e. the unit which reference
vector is most similar to the example x(t)).

The main deficiencies of SOM are (cf. [1]): (a) it is order dependent, i.e. the
components of final weight vectors are affected by the order in which training
examples are presented, (b) the components of these vectors may be severely
affected by noise and outliers, (c) the size of the grid, the step size and the size
of the neighborhood must be tuned individually for each data-set to achieve
useful results, (d) high computational complexity.

GNG [11] uses the same equation (5) to update reference vectors but with
fixed learning rate α. Further its output is rather graph and not a grid. The
main idea is such that starting from very few nodes (typically, two), one new
node is inserted ever λ iterations near the node featuring the local local error
measurement. There is also a possibility to remove nodes: every λ iterations
the node with lowest utility for error reduction is removed. The main disad-
vantages of GNG are (cf. [1]): (a) in comparison with SOM it requires larger
number of control parameters which should be tuned, (b) because of fixed
learning rate it lacks stability, (c) rather elaborated technique for visualizing
resulting graph must be invented.

An immune algorithm is able to generate the reference vectors (called
antibodies) each of which summarizes basic properties of a small group of
documents treated here as antigens10. This way the clusters in the immune
network spanned over the set of antibodies will serve as internal images, re-
sponsible for mapping existing clusters in the document collection into net-
work clusters. In essence, this approach can be viewed as a successful instance
of exemplar-based learning giving an answer to the question ”what examples
to store for use during generalization, in order to avoid excessive storage and
time complexity, and possibly to improve generalization accuracy by avoiding
noise and overfitting”, [26].

10 Intuitively by antigens we understand any substance threatening proper function-
ing of the host organism while antibodies are protein molecules produced to bind
antigens. A detailed description of these concepts can be found in [9].
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3.1 aiNet algorithm for data clustering

The artificial immune system aiNet [10] mimics the processes of clonal selec-
tion, maturation and apoptosis [9] observed in the natural immune system.
Its aim is to produce a set of antibodies binding a given set of antigens (i.e.
documents). The efficient antibodies form a kind of immune memory capable
to bind new antigens sufficiently similar to these from the training set.

Like in SOM and GNG, the antigens are repeatedly presented to the mem-
ory cells (being matured antibodies) until a termination criterion is satisfied.
More precisely, a memory structure M consisting of matured antibodies is
initiated randomly with few cells. When an antigen agi is presented to the
system, its affinity aff (agi, abj) to all the memory cells is computed. The value
of aff (agi, abj) expresses how strongly the antibody abj binds the antigen agi.
From a practical point of view aff (agi, abj) can be treated as a degree of sim-
ilarity between these two cells11. The greater affinity aff (agi, abj), the more
stimulated abj is.

The idea of clonal selection and maturation translates into next steps (here
σd, and σs are parameters). The cells which are most stimulated by the antigen
are subjected to clonal selection (i.e. each cell produces a number of copies
proportionally to the degree of its stimulation), and each clone is subjected
to mutation (the intensity of mutation is inversely proportional to the degree
of stimulation of the mother cell). Only clones cl which can cope successfully
with the antigen (i.e. aff (agi, cl) > σd) survive. They are added to a tentative
memory, Mt, and the process of clonal suppression starts: an antibody abj too
similar to another antibody abk (i.e. aff (abj , abk) > σs) is removed from Mt.
Remaining cells are added to the global memory M .

These steps are repeated until all antigens are presented to the system.
Next the degree of affinity between all pairs abj , abk ∈ M is computed and
again too similar – in fact: redundant – cells are removed from the memory.
This step represents network suppression of the immune cells. Lastly r% (one
more parameter) of the worst individuals in M are replaced by freshly gen-
erated cells. This ends one epoch, and next epoch begins until a termination
condition is met.

Among all the parameters mentioned above the crucial one seems to be
the σs as it critically influences the size of the global memory. Each memory
cell can be viewed as an exemplar which summarizes important features of
”bundles” of antigens stimulating it.
11 In practical applications this measure can be derived from any metric dissimi-

larity measure dist as aff (agi, abj) =
dmax−dist(agi,abj)

dmax
, where dmax stands for

the maximal dissimilarity between two cells. Another possibility – used in our
approach – is to assume that the affinity is inversely proportional to the distance
between corresponding molecules.
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3.2 Identification of redundant antibodies

Clonal suppression stage requires |Mt| ·(|Mt|−1)/2 calculations of the affinity
between all pairs of the cells in Mt. To reduce time complexity of this step
we refer to the agglomerative clustering approach. The crucial concept here
is to manage matrix of distances in a smart way and to update only those
distances which have really changed after merging two clusters. Among many
possible solutions, we have applied so-called partial similarity matrix and
update algorithm presented in [14]. Authors have shown that the expected
complexity of a single-step update is of order of O(2·N ·G·g), where N is
the number of objects, G is the maximum number of clusters, g << G is
the maximal number of column rescanning and modifications after clusters
merging step. It is significantly less than the O(N3) complexity of a naive
approach. Finally, the reduced antibodies are replaced by a single cell being
the center of gravity of the set of removed antibodies. Thus, we not only reduce
the size of the immune network, but presumably compress an information
contained in a set of specialized antibodies to the new, universal antibody.

3.3 Robust construction of mutated antibodies

In case of high-dimensional data, such as text data represented in vector space,
calculation of stimulation level is quite costly (proportional to the number of
different terms in dictionary). Thus, the complexity of an immune algorithm
can be significantly reduced if we could restrict the number of required expen-
sive recalculations of stimulation level. The direct, high-dimensional calcula-
tions can be replaced by operations on scalar values on the basis of the simple
geometrical observation that a stimulation of a mutated antibody clone can
be expressed in terms of original antibody stimulation.

Such an optimization is based on the generalized Pythagoras theorem: if v1,
v2, v3 are the sides of a triangle (v1 +v2 +v3 = 0) then |v3|2 = |v1|2 + |v2|2−2 ·
|v1| · |v2| ·cos(v1, v2). We can define mutated clone m̃ as: m̃ = κ ·d+(1−κ) · c̃,
where c̃ is cloned antibody, d is antigen (document) and κ is the random
mutation level.

Taking advantage of equation (5) and Pythagoras theorem (where v1 :=
d′ = κ · d, v2 := c̃′ = (1 − κ) · c̃, v3 := −m) and having calculated original
antibody stimulation aff (c̃, d), we can calculate mutated clone stimulation
level aff (m̃, d) as follows. Let

P = cos(c̃′, d′) = cos(c̃, d) = 1− aff(c̃, d) (7)

and the scalar product

〈c̃, d〉 = P · |c̃| · |d| (8)

Then the norm of the mutated antibody is
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|m̃|2 = |d′|2+|c̃′|2+2·P ·|c̃′|·|d′| = κ2 ·|d|2+(1−κ)2 ·|c̃|2+2·κ·(1−κ)·P ·|c̃|·|d|
(9)

Let us further define

s = κ · |d|2 + (1− κ) · |c̃| · |d| = κ|d|2 + (1− κ) · P · |c̃| · |d| (10)

Finally,

aff(m̃, d) =
s

|m̃| · |d| (11)

Dually, we can find mutation threshold κ so that mutated antibody clone
stimulation aff (m̃, d) < σd. Precisely, we are looking for constant value K such
that aff(m̃, d) = σd. Subsequently K can be used to create mutated antibody
for random mutation level κ ∈ (0,K). The advantage of such an approach
is the reduction of the number of inefficient (too specific) antibodies, which
would be created and immediately removed from the clonal memory.

Analogically to the previous inference, if we define

p = aff(c̃, d)

x = −p · |d|+ p2 · |c̃|+ σ2
d · (p · |d| − c̃)

y = |d|2 − 2 · p · |c̃| · |d|+ p2 · |c̃|2 − σ2
d · (|d|2 − |c̃|2 + 2 · p · |c̃| · |d|)

z = σd · |d|
√

(p2 − 1) · (σ2
d − 1)

then the sought value of mutation threshold K is

K =
|c̃| · (x + z)

y
(12)

3.4 Stabilization via time-dependent parameters

Typical problem with immune based algorithms is the stabilization of the size
of the memory cells set. This explains why we decided to use time dependent
parameters. For each parameter p, we defined its initial value p0 and the final
value p1 as well as the time-dependent function f(t), such that p(t) = f(t)
and p(0) = p0, p(T ) = p1 where T is the number of learning iterations.

In particular, both σs(t) and σd(t) are reciprocally increased, while mb(t)
– the number of clones produced by a cell – is linearly decreased with time:
σ(t) = σ0 + (σ1 − σ0) · t·(T+1)

T ·(t+1) and mb(t) = m0 + m1−m0
T · t, where σ0 = 0.05,

σ1 = 0.25 for σs(t); σ0 = 0.1, σ1 = 0.4 for σd(t); m0 = 3, m1 = 1 for mb(t).



12 SÃlawomir T. Wierzchoń, Krzysztof Ciesielski, and MieczysÃlaw A. KÃlopotek

3.5 Robust antibody search in immune network

One of the most computationally demanding parts of any AIS algorithm is
the search for the best fitted (most stimulated) antibodies. Especially, in ap-
plication to web documents, where both the text corpus size and the number
of cells in the immune, called also idiotypic, network is huge, the cost of even
a single global search phase in the network is prohibitive.

Unfortunately, experiments showed that neither local search method (i.e.
searching through the graph edges of the idiotypic network from last-iteration’s
starting cell) nor joint-winner search method (our own approach devoted to
SOM learning [16]) are directly applicable to idiotypic networks.

We propose a replacement of the global search approach with a modified
local search12. The modification relies upon remembering most stimulated
cell for more than one connected component of the idiotypic network and to
conduct in parallel a single local-winner search thread for each component.
Obviously, it requires one-for-iteration recalculation of connected components,
but this is not very expensive: the complexity of this process is of order O(V +
E), where V is the number of cells and E is the number of connections (graph
edges).

A special case is the possibility of an antibody removal during the t-th
learning iteration. When the previous iteration’s most stimulated antibody
for a given document (antigen) has been removed from the model (i.e. current
system’s memory), we activate search processes (in parallel threads) from each
of its direct neighbors in the previous iteration’s graph.

We have developed another, slightly complicated, but more accurate
method. It exploits well-known Clustering Feature Tree (CF-Tree, [27]) to
group similar network cells in dense clusters. Antibody clusters are arranged
in the hierarchy and stored in a balanced search tree. Thus, finding most
stimulated (similar) antibody for a document requires O(logtV ) comparisons,
where t is the tree branching factor (refer to [27] for details). Amortized tree
structure maintenance cost (insertion and removal) is also proportional to
O(logtV ).

3.6 Adaptive visualization of the AIS network

Despite many advantages over SOM approach, AIS networks have one seri-
ous drawback: high-dimensional networks cannot be easily visualized. In our
approach the immune cells are projected onto a regular Kohonen grid. To ini-
tialize such a grid properly, a given group of documents is divided into small
number of disjoint group (main topics) by using fast ETC Bayesian tree [15].
The centers of the main topics are uniformly spread over the map surface,
12 In such a procedure searching for the most stimulated antibody in t-th iteration

starts from the most stimulated antibody identified in (t−1)-th iteration and next
the graph edges of the idiotypic network are traversed appropriately.
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and remaining cells of the grid are initialized with intermediate topics calcu-
lated as the weighted average of main topics, with the weight proportional to
the Euclidean distance from the corresponding cells representing main topics.
This way geographical neighborhood on he grid corresponds to the graphical
neighborhood in the immune network.

After initialization, the map is learned with the standard SOM algorithm
[19]. Finally, we adopt attraction-repelling algorithm [23] to adjust the posi-
tion of AIS antibodies on the SOM projection map, so that the distance on
the map reflects as close as possible the similarity of the adjacent cells. The
topical initialization of the map is crucial here to assure the stability of the
final visualization [16]. The resulting map visualizes AIS network with reso-
lution depending on the SOM size (a single SOM cell can gather more than
one AIS antibody).

4 Histograms in Vector Spaces

As has been said in previous sections, the coordinate value referring to the
term ti in the vector dj representing the whole document is equal to the
value of the pondering (term-weighting) function f(ti, dj). This function may
ponder the term globally, like tfidf defined in Eq. (1)), or locally, like the
contextual function fG(ti, dj) = wtdG, defined in Eq. (4).

In the following subsection we will extend this representation by an in-
formation about the distribution of pondering function values for individual
dimensions in the vector space. Subsequently we will describe possible appli-
cations of this information.

4.1 Distributions of the function pondering the terms

Properties of each term can be considered individually (for a single document),
or in the broader context of a given (sub)set of documents D. In the latter
case we can consider the values of the pondering function for a given term t
for each document d ∈ D as observed values of a random variable with un-
derlying continuous probability distribution. In practical cases the continuous
distribution will be approximated by a discrete one, so that the information
about the random variable distribution for the term t can be summarized as
a histogram Ht,D.

Let us consider the document d ∈ D and the pondering function f . We
shall represent this document by a normalized vector d =

[
f ′0,d, . . . , f

′
T,d

]
,

where f ′t,d = ‖d‖−1 · ft,d for t = 0, . . . , T . After normalization, all the docu-
ments are located within the unit hypercube [0, 1]T .

For a fixed number Qt,D of intervals of the histogram Ht,D we define the
discretization ∆t,D : [0, 1] 7→ {0, . . . , Qt,D − 1}, i.e. the transformation of the
normalized pondering function into the index of interval.
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In the simplest case it can be a uniform split of the interval [0, 1] into
segments of equal length ∆t,D(f ′t,d) = b(Qt,D − 1) · f ′t,dc. An efficient dis-
cretization, however, should take into account the fact, that the pondering
function for a fixed term takes values in only a subset of the unit interval
(like in the case of splitting the set of documents into homogenous subsets, as
done in contextual approach). Optimal discretization should also approximate
quantile-based split of the underlying pondering function distribution.

Having defined the discretization ∆t,D and a fixed interval q, let us define
the characteristic function:

χ
(
∆t,D

(
f ′t,d

)
, q

)
=

{
1 if ∆t,D

(
f ′t,d

)
= q

0 otherwise
(13)

Then we compute the value assigned to the interval q of the histogram Ht,D

for the term t in document collection D as:

Ht,D(q) =
∑

d∈D

χ
(
∆t,D

(
f ′t,d

)
, q

)
(14)

So individual intervals of the histogram Ht,D represent the number of oc-
currences of a discretized value of the pondering function f for the term t in
the document collection D. The interval values can be in turn transformed
to relative frequencies via the plain normalization H ′

t,D(q) = Ht,D(q)/Tt,D,
where Tt,D =

∑
i∈Θ Ht,D(q) is the total number of documents d ∈ D con-

taining the term t. The frequency distribution approximates the probability
distribution of the unknown variable describing the weight of occurrence of
term t in a randomly chosen document d ∈ D. A term not occurring in any
document of the collection will be represented by an ”empty histogram”, hav-
ing zero frequencies assigned to all intervals.

Note that the definition of the characteristic function (13) can be gener-
alized to a more elaborated variant in which adding a document into to a
context will be associated with:

• the degree of similarity of the document to the context (cf. section 4.4)
• document quality (as an aggregation of quality values for terms contained

in a document)
• both above-mentioned factors

In this general case instead of unit counts, the respective counts related to
intervals of individual histograms would be increased by a quantity propor-
tional to document quality and the degree of membership to a given context.
Such an approach allows also to take into account the fuzzy membership of
some documents, prohibiting from assignment to a unique context.

4.2 Practical aspects of usage of histograms

The collection of histograms H(t,D) for t ∈ TD, obtained from the document
collection D, via the previously described transformation, can be treated as
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an aggregated information on the (sub)space, in which the documents reside.
Subsequently we show how this information can be exploited.

First we shall stress that the maintenance of the histograms is not a big
burden for the computer memory even for large document collections, due to:

• initial reduction of term space dimensionality [17]
• additional reduction and clustering of terms in case of contextual process-

ing
• compact carrier (set of non-zero valued histogram elements) for majority

of terms dla

This implies that histograms may be represented by by sparse matrices or
(in a still more efficient way) by) by cyclic tables, indexing all intervals with
non-zero frequencies (carrier compactness assumption). For example a full
histogram description (histograms with the dictionary) for 20000 documents
from the 20NewsGroups collection divided into 20 contextual groups requires
as little as 6 MB RAM (about 300 KB for a single context, the number of
terms spanning the vector space: 7030).

4.3 Significance of a term in a context

With the rapid growth of dictionary size T , the most important task is the
identification of the most significant terms, most strongly affecting clustering
and classification of documents as well as the description of the resulting
clusters (keywords extraction). Also the impact of irrelevant terms needs to
be bounded, since their number grows much more rapidly than the number
of significant terms.

The first stage in differentiation of the term significance is the dictionary
reduction process. It is a kind of ”binary” differentiation: non-significant terms
are simply removed from further stages of document processing. The dictio-
nary reduction can be conducted in two phases: the global and contextual.

Beside dictionary reduction (removal of least important terms), introduc-
tion of contextual pondering function (see Eq. (4) in section 2) leads also
to diversification of the significance of the remaining terms. We are inter-
ested also in similar diversification expressed as a function of features of term
histograms. The advantage of such a term description, as we will see in sub-
sequent sections, is not only an effective application in tasks like document
classification or identification of keywords for clusters of documents and con-
texts, but also the possibility of dynamic adaptation understood here as the
change of the pondering function (hence also of the vector representation of
documents) parallel to the process of incremental clustering.

Intuitively, less significant terms are represented by histograms with the
following features:

• high value of curtosis (a histogram with high peaks), which is especially
visible for terms that are frequent and occur uniformly in the document
collection, hence are less characteristic
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• the domain (the carrier) of the histogram is relatively ”compact”, having
few intervals with non-zero coordinates meaning low variability of ponder-
ing function values

• non-zero values occur only for intervals with low indices (corresponding to
low values of pondering function)

• appear in just a few documents or, in almost every document (e.g. function
words)

Dually, the significant terms are those that are not too common (but also
not to rare), have high variability of values of the pondering function, with
many non-zero intervals, and at the same time the pondering function values
are high (non-zero values of intervals with high indices).

Therefore, we define the significance of a term t in a given context, deter-
mined by the set of documents D, as follows:

wt,D =
1

Qt,D

∑

q∈Θ

(q + 1) · log (Ht,D(q)) (15)

The weight wt,D takes its values in the interval
[
0,

∑
q∈Θ log (Ht,D(q))

]
being

a subset of [0, Tt,D].
The above measure has an additional advantage that it can be computed

at the low computational cost and can be updated in O(|d|) (where |d| is the
number of distinct terms in the document d) when a document appear in or
disappear from a given subspace or context. It is very important property
in case of incremental clustering of dynamically changing text/web data (see
also section 4.5).

4.4 Determining the degree of membership of a document to a
context

A document fits well to a given contextual subspace if the distribution of some
measurable features of term occurrence is typical for the ”majority” of docu-
ments in this space. Generally, we can look here at features like correlations
or co-occurrences of some terms or location-based statistics (e.g. deviation of
distances between repeated occurrences of a term in the document content
from the expected number of occurrences under the assumption of term in-
difference from a given context; key terms occurrence patterns should differ
from those of functional words).

Qualitative features could potentially be taken into account, like style char-
acteristics (dominant usage of a synonym or non-typical inflection) or even
features not directly related to the textual content (e.g. link structure between
hypertext documents). In this paper we restrict ourselves to the analysis of
frequency of term occurrence and to a definition of ”typicality” based on his-
tograms of pondering function for individual terms in a given context. Hence
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we can talk about an approach similar to statistical maximum likelihood esti-
mation, in which, based on observed values, we construct a parametric func-
tion approximating parameters of an unknown conditional probability distri-
bution f ∝ P (D|Θ). The likelihood function should maximize the probability
of observed data, and on the other hand it should highly valuate unseen data
similar to ones in the training sample (the ”generalization” capability of the
model). We proceed the same way in our case. A document is considered as
”typical” for which the values of the pondering function for the majority of
terms are frequent ones in the given context.

Additionally, to avoid domination of the aggregated term-based function
evaluating document ”typicality” by less important (but more numerous)
terms, the aggregation should take into account the formerly defined term
significance in a given context. Therefore, the similarity (degree of member-
ship) of the document d to the context determined by the document collection
D is defined as follows:

mf (d′, D) =

∑
t∈d′ wt,D ·H ′

t,D(q)∑
t∈d′ wt,D

(16)

where wt,D is the significance of a term (eq.(15)), H ′
t,D is the normalized his-

togram for the term t (see section 4.1), and q = ∆t,D (fDt, d′) is the sequential
index of the interval, determined for a fixed normalized pondering function
fD and discretization ∆t,D (which transforms the value fDt, d′ into the index
q). The function mf (d′, D) takes its values in [0, 1].

It should be noted that the cost of computing the similarity function
mf (d′, D) is O(|d′|), and it is proportional to the number of distinct terms in
the document and equal to the complexity of the cosine measure calculation.

Having determined the similarity of a document to individual contexts
in the contextual model, we obtain the vector of fuzzy memberships of a
document to the contexts, similarly to known methods of fuzzy clustering
(e.g. Fuzzy-ISODATA). In the next section we explain, how such a vector is
used to achieve incremental updates of the contextual clustering model.

4.5 Incremental adaptation of contexts

While the topic distribution within the stream of documents is dynamically
changing in time (e.g. some Internet or intranet documents appear, disappear
or have its content modified) also the contextual clustering models have to be
adapted correspondingly. Such adaptation is performed both on the level of
individual documents and the document clusters, represented by antibodies
(or GNG cells, in case of GNG-based model). So a new document can be
assigned to a context, and within it to an antibody. A modified document
may be moved from one antibody to another, in the same, or in another
context. As a result, antibodies may not fit their original contextual immune
model and it may be necessary to move them elsewhere, as a side effect of the
so-called reclassification.
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When a single new document is appearing, its similarity to every existing
context is calculated by equation (16) and the document is assigned to its
”most similar” context13. Whenever document context is modified, it may
eventually be removed from its previous context and assigned to a new one.

Important aspect of context adaptation is that the measure of contextual
term importance (cf. Eq.(15)) can be efficiently updated as documents are
added or removed from a given context. Constant-time update of the impor-
tance of each term t which appears in document d requires only to keep sep-
arately numerator and denumerator from equation (15) and to update them
adequately. Denominator is increased or decreased by one, while nominator
by i+1, where i is the index of the updated interval in the histogram Ht,D(q).
Index i is computed by the discretization ∆t,D (ft,d′) (conf. section 4.1).

After any of the contextual models has converged to a stable state, the re-
classification procedure is applied. Each document group is represented by ref-
erence vector within an antibody, which can be treated as a pseudo-document
dvi

. The similarity of dvi
to every other (temporally fixed) context is cal-

culated (eq.(16)). If the ”most similar” context is different from the current
context then the antibody (with assigned documents) is relocated to corre-
sponding contextual model. The relocated antibody is connected to the most
stimulated antibody in the new immune model (and eventually merged with
it in the subsequent phases).

There is no room to go into details, so we only mention that also the whole
context can be eventually incorporated within some other context, on the ba-
sis of our between-context similarity measure, based on Hellinger divergence.
Finally, we obtain incremental text data meta-clustering model, based both
on adaptive properties of modified clustering model (within-context adapta-
tion, [8]) and on dynamically modified contexts, which allows for clustering
scalability and adaptation also on inter-context level.

5 Experimental results

In the following sections, the overall experimental design as well as quality
measures are described. Since immune network can be treated both as a clus-
tering and a meta-clustering (clusters of clusters) model, beside commonly
used clustering quality measures (unsupervised and supervised), we have also
investigated immune network structure. The discussion of results is given in
Sect. 5.4 – 5.8.

5.1 Quality Measures of the Clustering

Various measures of quality have been developed in the literature, covering
diverse aspects of the clustering process. The clustering process is frequently
13 One could also consider assignment of a single document to more than one context,

i.e. fuzzy assignment.
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referred as ”learning without a teacher”, or ”unsupervised learning”, and is
driven by some kind of similarity measure.

The optimized criterion is intended to reflect some esthetic preferences,
like: uniform split into groups (topological continuity) or appropriate split of
documents with known a priori categorization. As the criterion is somehow
hidden, we need tests if the clustering process really fits the expectations.
In particular, we have accommodated for our purposes and investigated the
following well known quality measures of clustering [28, 6]:

Average Document Quantization: average cosine distance (dissimilarity)
for the learning set between a document and the cell it was classified into.
The goal is to measure the quality of clustering at the level of a single cell:
AvgDocQ = 1

|C|
∑

c∈C

(
1
|Dc|

∑
d∈Dc

dist(d, c)
)
, where Dc is the set of docu-

ments assigned to the cell c.

This measure has values in the [0,1] interval, the lower values correspond
respectively to more ”smooth” inter-cluster transitions and more ”compact”
clusters. The two subsequent measures evaluate the agreement between the
clustering and the a priori categorization of documents (i.e. particular news-
group in case of newsgroups messages).

Average Weighted Cluster Purity: average ”category purity” of a cell
(cell weight is equal to its density, i.e. the number of assigned documents):
AvgPurity = 1

|D|
∑

c∈C maxk (|Dk,c|), where D is the set of all documents in
the corpus and Dk,c is the set of documents from category k assigned to the
cell c. Similarly, Average Weighted Cluster Entropy measure can be calculated,
where the Dk,c term is replaced with the entropy of the categories frequency
distribution.

Normalized Mutual Information: the quotient of the entropy with respect
to the categories and clusters frequency to the square root of the product of
category and cluster entropies for individual clusters [6].

NMI =

∑
C∈C

∑
k∈K |Dk,c| log

(
|Dk,c| |D|
|Dc| |Dc|

)
√(∑

c∈C |Dc| log
(
|Dc|
|D|

))(∑
k∈K |Dk| log

(
|Dk|
|D|

)) (17)

where N is the set of graph cells, D is the set of all documents in the corpus,
Dc is the set of documents assigned to the cell c, Dk is the set of all documents
from category k and Dk,c is the set of documents from category k assigned to
the cell c.

Again, both measures have values in the [0,1] interval. The higher the value
is, the better agreement between clusters and a priori given categories.
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5.2 Quality of the Immune Network

Beside the clustering structure represented by cells, idiotypic network should
be also treated as a meta-clustering model. Similarity between individual clus-
ters is expressed by graph edges, linking referential vectors in antibodies. Thus,
there is a need to evaluate quality of the structure of the edges.

There is a number of ways to evaluate idiotypic model structure. In this
paper we present the one which we have found to be the most clear for inter-
pretation. This approach is based on the analysis of the edge lengths of the
minimal spanning tree (MST) constructed over the set of antibodies, in each
iteration of the learning process.

5.3 Histogram-based reclassification measures

Each contextual model (as well as subgraph or map area) represents some
topically consistent (meta-)cluster of documents. Traditionally, such a clus-
ter is represented by a single element (e.g. centroid, medoid, reference vector
in GNG/SOM, antibody in immune model). Alternative representation of a
group of documents have been presented in section 4. It has been shown in sec-
tion 4.2 that both computational and space complexity of such representation
is low. It has numerous advantages such as abandoning of the assumption of
spherical shape of clusters and efficient adaptation during incremental learn-
ing on dynamically modified data sets. It also allows for the construction of
various measures for subspace clusters evaluation. Here we focus only on one
such measure, evaluating reclassification properties of contextual groups.

Reclassification aims at measuring stability of the existing structure of
the clustering model (both on the meta-level of contexts and on the level of
document groups in some subgraphs and map areas). Reclassification mea-
sures also the consistency of the histogram-based subspace description with
the model-based clustering. For the fixed clustering structure (e.g. some split
of the document collection into contexts) we can describe each cluster by a
set of histograms, like in section 4.1. Having such histograms built, we can
classify each document to its ”most similar” histogram-based space, like in
section 4.4. Finally, we can investigate the level of agreement between original
(model-based) and the new (histogram-based) grouping.

In the ideal case we expect both groupings to be equal. To assess how far
from ideal agreement two groupings are, we construct contingency table. Since
the group indexes in original and the new grouping are left unchanged, cor-
rectly reclassified objects appear in the diagonal elements of the contingency
matrix. Finally, we can calculate measures traditionally used for evaluation of
classifiers performance (precision, recall, F-statistics, etc.).

In general case, to take the meta-clustering information into account, we
discriminate between different kind of misclassifications. Since contexts and
subspaces are also similar on meta-level and this similarity is reflected by the
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graph edges, we exploit shortest-path algorithm for weighted graphs with non-
negative weights (Diskstra algorithm). Likewise binary agreement approach,
proper reclassification is assigned with distance equal to 0. Each improper
reclassification gets the distance equal to the sum of edges weights on the
shortest path between model-based and histogram-based cluster (i.e. context
or cell in the graph).

5.4 Experimental settings

The architecture of BEATCA system supports comparative studies of cluster-
ing methods at the various stages of the process (i.e. initial document group-
ing, initial topic identification, incremental clustering, graph model projection
to 2D map and visualization, identification of topical areas on the map and its
labeling) – consult [18] for details. In particular, we conducted series of exper-
iments to compare the quality and stability of AIS, GNG and SOM models
for various model initialization methods, cell/antibody search methods and
learning parameters [18]. In this paper we focus only on the evaluation and
comparison of the immune models.

This study required manually labelled documents, so the experiments were
executed on a widely-used 20 Newsgroups document collection14 of approxi-
mately 20 thousands newsgroup messages, partitioned into 20 different news-
groups (about 1000 messages each). As a data preprocessing step in BEATCA
system, entropy-based dimensionality reduction techniques are applied [16],
so the training data dimensionality (the number of distinct terms used) was
4419.

Each immune model have been trained for 100 iterations, using previously
described algorithms and methods : contexts extraction (section 2), agglom-
erative identification of redundant antibodies [18], robust construction of the
mutated antibodies (section 3.3), time dependent parameters (section 3.4) and
CF-Tree based antibody search method [7].

5.5 Impact of the time-dependent parameters

In the first two series of experiment, we compared models built with time-
dependent parameters σs(t) and σd(t) with the constant, a priori defined
values of σs and σd. As a reference case we took a model where σs(t) was
changed from the initial value 0.05 up to 0.25 and σd(t) from 0.1 up to 0.4
(cf. section 3.4).

First, we compare the reference model and the four models with constant
σd. Parameter σs has been changed identically as in reference model. The
values of σd varied from the starting value in the reference model (0.1) up to
the final value (0.4) by 0.1 step. The results15 are presented in Figure 1.

14 http://people.csail.mit.edu/jrennie/20Newsgroups/
15 All figures present average values of the respective measures in 20 contextual nets
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Fig. 1. Time-dependent σd: (a) edge length variance (b) network size (c) quantiza-
tion error (d) learning time

Fig. 1(a) presents variance of the edge length in the minimal spanning tree
built over the set of antibodies in the immune memory in ith iteration of the
learning process. At first glance one can notice instability of this measure for
high values of σd. Comparing stable values, we notice that the variance for the
reference network has the highest value. It means that the idiotypic network
contains both short edges, connecting clusters of more similar antibodies and
longer edges, linking more distant antibodies, probably stimulated by different
subsets of documents (antigens). Such meta-clustering structure is desirable
and preferred over networks with equidistant antibodies (and, thus, low edge
length variance).

Comparing network sizes, Fig. 1(b), and quantization error, Fig. 1(c), we
observe that for the highest values of σd, the set of antibodies reduces to just
a few entities; on the other hand - for the lowest values almost all antibodies
(universal and over-specialized) are retained in the system’s memory. It is not
surprising that the quantization error for a huge network (e.g. σd = 0.1) is
much lower than for smaller nets. Still, the time-dependent σd(t) gives simi-
larly low quantization error for moderate network size. Also, both measures
stabilize quickly during learning process. Learning time, Figure 1(d), is – to
some extent – a function of network size. Thus, for the reference model, it is
not only low but very stable over all iterations.

In the next experiment – dually – we compare reference model and another
five models with constant σs (and varying σd). Analogically to the first case,
the values of σs varied from the initial value 0.05 up to the final value in the
reference model 0.25 by 0.05 step. The results are presented in Fig. 2. Due to
the space limitations, we restrict the discussion of the results to the conclusion
that also in this case time-dependent parameter σs(t) had a strong, positive
influence on the resulting immune model.

A weakness of the approach seems to be the difficulty in selecting appro-
priate values of the parameters for a given dataset. We investigated indepen-
dently changes to the values of both parameters, but it turns out that they
should be changed ”consistently”; that is the antibodies should not be re-
moved too quickly, nor aggregated too quickly. However, once found, there is
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Fig. 2. Time-dependent σs: (a) edge length variance (b) network size (c) quantiza-
tion error (d) learning time

a justified hope that for an incrementally growing collection of documents the
parameters do not need to be sought anew, but rather gradually adopted.

5.6 Scalability and comparison with global models

Comparing hierarchical and contextual models described in section 2, with
a ”flat”, global model the most noticeable difference is the learning time16.
The total time for 20 contextual networks accounted for about 10 minutes,
against over 50 minutes for hierarchical network and almost 20 hours (sic!) for
a global network. Another disadvantage of the global model is high variance
of the learning time at single iteration as well as the size of the network.
The learning time varied from 150 seconds to 1500 seconds (10 times more!)
and the final network consisted of 1927 antibodies (two times more than for
contextual model). It should also be noted that in our experimental setting,
each model (local and global) has been trained for 100 iterations, but it can
be seen (e.g. Figure 5) that the local model stabilizes much faster. Recalling
that each local network in the hierarchy can be processed independently and
in parallel, it makes contextual approach robust and scalable17 alternative to
the global immune model.

One of the reasons for such differences of the learning time is the rep-
resentation of antibodies in the immune model. The referential vector in an
antibody is represented as a balanced red-black tree of term weights. If a single
cell tries to occupy ”too big” portion of a document-term vector space (i.e. it
covers documents belonging to different topics), many terms which rarely co-
occur in a single document have to be represented by a single red-black tree.
Thus, it becomes less sparse and - simply - bigger. On the other hand, better
separation of terms which are likely to appear in various topics and increasing
”crispness” of topical areas during model training leads to faster convergence
16 By learning time we understand the time needed to create an immune memory

consisting of the set of antibodies representing the set of antigens (documents).
17 Especially with respect to growing dimensionality of data, what - empirically -

seem to be the most difficult problem for immune-based approach
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and better models, in terms of previously defined quality measures. While the
quantization error is similar for global and contextual model (0.149 versus
0.145, respectively), then both supervised measures - showing correspondence
between documents labels (categories) and clustering structure - are in favor
to contextual model. The final value of the Normalized Mutual Information
was 0.605 for the global model and 0.855 for the contextual model and Average
Weighted Cluster Purity: 0.71 versus 0.882 respectively.

One can also observe the positive impact of homogeneity of the distribution
of term frequencies in documents grouped to a single antibody. Such homo-
geneity is - to some extent - acquired by initial split of a document collection
into contexts. Another cause of the learning time reduction is the contextual
reduction of vector representation dimensionality, described in the section 2.

It can be seen that model stabilizes quite fast; actually, most models con-
verged to final state in less than 20 iterations. The fast convergence is mainly
due to topical initialization. It should also be noted here that the proper top-
ical initialization can be obtained for well-defined topics, which is the case in
contextual model.
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Fig. 3. Global model: (a) edge length distribution (b) clique average edge length
(c) quantization error (d) learning time

We have also executed experiments comparing presented immune approach
with SOM models: flat (i.e. standard, global Kohonen’s map) and our own
variant of contextual approach - the hierarchy of contextual maps (C-SOM).
To compare immune network structure, with the static grid of SOM model,
we have built minimal spanning tree on the SOM grid. Summary of the results
can be seen in Figure 4. Again, global model turned out to be of lower quality
than both contextual SOM and contextual AIS model. Similarly to the global
immune model, also in this case the learning time (over 2 hours) was signifi-
cantly higher than for the contextual models. Surprisingly, the average edge
in contextual SOM model was much longer than in case of contextual immune
network and standard SOM, what may be the result of the limitations of the
rigid model topology (2D grid). The discussion of the edge length distribution
(Figure 4(b)) we defer to the section 5.8.
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5.7 Contextual versus Hierarchical model

The next series of experiments compared contextual model with hierarchical
model. Figures 5(a) and 5(b) presents network sizes and convergence (wrt Av-
erage Document Quantization measure) of the contextual model (represented
by black line) and hierarchical model (grey line).
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Fig. 5. Contextual vs. hierarchical model: (a) network size (b) quantization error

Although convergence to the stable state is fast in both cases and the
quantization error is similar, it should be noted that this error is acquired
for noticeably smaller network in contextual case (and in shorter time, as
mentioned in previous section).

However, the most significant difference is the generalization capability of
both models. For this experiment, we have partitioned each context (group
of documents) into training and test subsets (in proportion 10:1). Training
documents were used during learning process only, while the quantization
error was computed for both subsets. The results are shown in Figure 5(b) –
respective learning data sets are depicted with black lines while test data sets
with grey lines. Nevertheless quantization error for learning document sets are
similar, the difference lies in test sets and the hierarchical network is clearly
overfitted. Again, there’s no room to go into detailed study here, but it can be
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shown that this undesirable behavior is the result of the noised information
brought by additional terms, which finally appears to be not meaningful in
the particular context (and thus are disregarded in contextual weights wdtG).

5.8 Immune network structure investigation

To compare robustness of different variants of immune-based models, in each
learning iteration, for each of the immune networks: contextual [Fig. 6(b)],
hierarchical [Fig. 6(c)], global [Fig. 6(d)] and MST built on SOM grid [Fig.
4(c)], the distributions of the edge lengths have been computed. Next, the
average length u and the standard deviation s of the length have been calcu-
lated and edges have been classified into five categories, depending on their
length, l: shortest edges with l ≤ u−s, short with l ∈ (u−s, u−0.5s], medium
with l ∈ (u−0.5s, u+0.5s], long with l ∈ (u+0.5s, u+s] and very long edges
with l > u+s. First category consists of the edges no longer that u−s, i.e.
the shortest edges. Second category contains edges with lengths in interval
(u−s, u−0.5s], next - ”average length” edges between u−0.5s and u+0.5s.
Last two categories contain longer edges: 4th - edges shorter that u + s and
the last one - longer than u+s.

Additionally, in Figure 6(a), we can see average length of the edges for hi-
erarchical and contextual immune networks (dashed and solid black lines, re-
spectively) and complete graphs on both models’ antibodies (cliques - depicted
with grey lines). Actually, in both cases clustering structure has emerged and
the average length of the edge in the immune network is much lower than in
the complete graph. However, the average length for the contextual network
is lower, whereas variance of this length is higher. It signifies more explicit
clustering structure.

20 40 60 80 100

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

Iterations

V
a

lu
e

idiotypic net  [C]
clique graph [C]
idiotypic net  [H]
clique graph [H]

20 40 60 80 100

0
2

0
4

0
6

0
8

0
1

0
0

Iterations

V
a

lu
e

u−s
u−.5s
u
u+.5s
u+s

20 40 60 80 100

0
2

0
4

0
6

0
8

0
1

0
0

Iterations

V
a

lu
e

u−s
u−.5s
u
u+.5s
u+s

20 40 60 80 100

0
2

0
0

4
0

0
6

0
0

8
0

0
1

0
0

0

Iterations

V
a

lu
e

u−s
u−.5s
u
u+.5s
u+s

Fig. 6. Edge length distrib.: (a) complete (b) contextual (c) hierarchical (d) global
net

There are quite a few differences in edge length distribution. One can notice
than in all models, the number of shortest edges diminishes with time. It is
coherent with the intention of gradual elimination of the redundant antibodies
from the model. However, such elimination is much slower in case of the global
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model, what is another reason of slow convergence and high learning time.
Also in case of SOM model, which has a static topology and no removal
of inefficient cells is possible, we can see that the model slowly reduces the
number of redundancies, represented by too similar referential vectors.

On the extreme side, the dynamics of the longest edges’ distribution is
similar in case of the contextual and the global model, but distinct in case
of the hierarchical model. This last contains much more very long edges.
Recalling that the variance of the edge lengths has been low for this model
and the average length has been high, we can conclude that hierarchical model
is generally more discontinuous. The same is true for the SOM model, which
is another indication of the imperfection of the static grid topology.

6 Related Work

Application of artificial immune systems, especially of the aiNet algorithm,
to document clustering is not new. For example, in [22], integrates Principal
Component Analysis (PCA) with the original aiNet to reduce the time com-
plexity, with results preferential to hierarchical agglomerative clustering and
K-means. A novel hierarchical method of immune system application to text
processing was suggested in [5]. In our opinion, our method offers a radical
improvement, reducing the space dimensionality not only formally, but also
intrinsically - in terms of complexity of the document description (we do not
generate denser description vectors like the PCA). An important difference to
both of these approaches is our histogram representation of document space
dimensions. It allows to represent not only the document affinity, but also the
diversity.

The aiNet approach to document clustering belongs to a wider family of
clustering techniques that can be called ”networked clustering” as the clusters
are not independent, but rather form a network of more or less related items.
Other prominent technologies in this class include self-organizing maps [19],
growing neural gas [11] and similar techniques. Like aiNet, also this category of
systems suffers from problems of scalability. Our idea of contextual clustering
can serve as a remedy for the performance of theses systems also.

The networked clustering methods lack generally good measures of quality.
Neither the supervised (external) quality measures nor unsupervised (inter-
nal) ones derived for independent clusters do not reflect the quality of link
structure between the clusters. Kohonen proposed therefore map continuity
measures, based on differences between neighboring map points. In this chap-
ter we presented a generalization of his proposals taking into account other
structures than the pure planar map.

Let us note that some document classification methods like ones based on
ID3 of Quinlan use in some sense ”contextual” information when selecting
the next attribute (term) for split of document collection. Our contextual



28 SÃlawomir T. Wierzchoń, Krzysztof Ciesielski, and MieczysÃlaw A. KÃlopotek

method exploits the split much more thoroughly, extracting more valuable
local information about the term collection.

Many document clustering techniques suffer from the tendency of forming
spherical clusters. The histogram-based characterization of clusters allows for
departing from this shortcoming not only in case of artificial immune systems.

7 Concluding remarks

The contextual model described in this paper admits a number of interesting
and valuable features in comparison with global and hierarchical models used
traditionally to represent a given collection of documents. Further, when ap-
plying immune algorithm to clustering the collection of documents, a number
of improvements was proposed. These improvements obey:

• Identification of redundant antibodies by means of the fast agglomerative
clustering algorithm [18].

• Fast generation of mutated clones without computation of their stimula-
tion by currently presented antigen. These mutants can be characterized
by presumed ability of generalization (cf. section 3.3).

• Time-dependent parameters σd and σs. In general we have no a recipe
allowing to tune both the parameters to a given dataset. In original ap-
proach [10] a trial-and-error method was suggested. We observed that in
highly dimensional space the value of σd is almost as critical as the value
of σs. Hence we propose a ”consistent” tuning of these parameters – cf.
section 3.4. The general recipe is: carefully (i.e. not to fast) remove weakly
stimulated and too specific antibodies and carefully splice redundant (too
similar) antibodies.

• Application of the CF-trees [27] for fast identification of winners (most
stimulated memory cells) [7].

With these improvements we proposed a new approach to mining high
dimensional datasets. The contextual approach described in section 2 appears
to be fast, of good quality (in term of indices introduced in sections 5.1 and
5.2) and scalable (with the data size and dimension).

Clustering high dimensional data is both of practical importance and at
the same time a big challenge, in particular for large collections of text docu-
ments. The paper presents a novel approach, based on artificial immune sys-
tems, within the broad stream of map type clustering methods. Such approach
leads to many interesting research issues, such as context-dependent dictio-
nary reduction and keywords identification, topic-sensitive document summa-
rization, subjective model visualization based on particular user’s information
requirements, dynamic adaptation of the document representation and local
similarity measure computation. We plan to tackle these problems in our fu-
ture work. It has to be stressed that not only textual, but also any other high
dimensional data may be clustered using the presented method.
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Abstract. We investigate the impact of an initialization strategy on the
quality of fuzzy-based clustering, applied to creation of maps of text doc-
ument collection. In particular, we study the effectiveness of bootstrap-
ping as compared to traditional ”randomized” initialization. We show
that the idea is effective both for traditional Fuzzy K-Means algorithm
and for a new one, applying histogram-based cluster description.

1 Introduction

In this research clustering is proposed as a tool allowing to reveal the internal
structure of a collection, e.g., we are interested in grouping documents by topics,
subtopics, etc. When using clustering we subsume so-called cluster hypothesis,
according to which the documents in the same cluster behave similarly with
respect to relevance to information needs.

A common approach to document representation and processing relies upon
treating each textual document as a set of terms, i.e. words or phrases extracted
automatically from the documents themselves. Then to each term in a given
document we assign a numeric weight , representing an estimate of this term
usefulness when distinguishing the document from other documents in the same
collection. The weights assigned to the terms in a given document d can then be
interpreted as the coordinates of d in the document space, i.e. d = (w1, . . . , w|T |)
is a point in |T |-dimensional document space D; here |T | is the cardinality of
the set of terms T . Among many existing weighting schemes the most popular
is so-called tfidf scheme, see Sect. 3 for details. Here tf, i.e. term frequency, is a
document-specific statistic, while the inverse document frequency idf is a global
statistics characterizing a given term within an entire collection of documents.
To get a deeper insight into the nature of different sub-collections of documents,
we propose a context dependent weighting scheme; besides the two statistics so-
called term specificity is additionally introduced. This allows to characterize the
documents by a varying sets of weights (w1, . . . , w|C(T )|) in different contexts4;

4 By a context one shall intuitively understand a sufficiently large (for statistics sake)
set of documents with sufficiently uniform topics.



here |C(T )| stands for the cardinality of the set of terms specific for a context C.
In this paper we will examine the usefulness of this new ”contextual” weighting
scheme against the ”global” scheme expressed by the tfidf weights.

With the vector representation we can adopt any clustering algorithm to
reveal the internal structure of the documents collection. A popular approach
to clustering relies upon minimizing an objective function expressing (weighted)
distance between objects from a given cluster (group) and a characteristic point
of this group (e.g. its center of gravity). Although simple and efficient, these
algorithms heavily depend on the initial partition subjected further modification.
In this paper we present a new, boosting-like, initialization scheme.

The paper is organized as follows: in section 2, fuzzy clustering approach and
its drawbacks are briefly outlined. In section 3 the concept of clustering space is
presented. Following that concept, FKH clustering algorithm is proposed. The
key contribution of this paper is boosting-like initialization algorithm, described
in section 4. Section 5 gives experimental results on FKH algorithm and proposed
initialization method. Section 6 summarizes the paper.

2 Fuzzy clustering algorithm

Let D = {d1, . . . , dn} be a set of objects (documents in our case). Each object
is described by a set of real-valued features, di = (wi,1, . . . , wi,|T |), i.e. it can be
viewed as a point in |T |-dimensional Euclidean space, <|T |. The aim of cluster
analysis is to partition the set D into a (usually predefined) number K > 1 of
homogenous groups. The notion of homogeneity is understood in such a way that
two objects assigned to the same class are much more similar one to another than
any two objects assigned to different classes. Usually the similarity between pairs
of objects is measured in terms of a distance metrics. Such an approach causes
troubles in highly dimensional feature spaces, however, because, as shown in [1],
with increasing dimensionality, the ”contrast”, i.e. relative difference between the
closest and the farthest neighbor, is decreasing. In case of documents grouping
the cosine measure is commonly used; it can be converted to a distance by the
mapping dist(di, dj) = 1− cos(di, dj).

In such a context, when similarity between pairs of objects is measured in
terms of their mutual distance, a natural method for inducing partition of the
set D is to use the objective function [2]

Jα =
∑

d∈D

K∑

j=1

dist2(d, vj)uα
d,C(vj)

(1)

where ud,C(vj) is a degree of membership of object d to j-th class, vj is a char-
acteristic of group C, usually defined as a (weighted) center of gravity called
centroid, and α ≥ 1 is a parameter. Assuming that ud,C(vj) ∈ {0, 1}, α = 1
and that we are searching for the minimum of Jα, we obtain well known crisp
K-means algorithm. When ud,C(vj) ∈ [0, 1] and α > 1, minimization of the index
Jα leads to the fuzzy K-means algorithm, called hereafter FKM for brevity [2].



Both these algorithms iteratively improve the initial partition matrix U =
[ud,C(vj)] by modifying the centroids after the objects have been reassigned to
the groups5 computed and new cluster centers are determined. The quality of
resulting partition is measured e.g. in terms of the index [2]

FK (U) =
1
n
· trace

(
U · UT

)
(2)

measuring the degree of fuzziness of the partition represented by the matrix U .
This measure decreases when documents belong to more than one class and takes
the lowest value for documents belonging to the same degree to all the classes.

An attractive feature of these algorithms is their numerical simplicity and
linear time complexity with respect to the number of objects, what allows to
process large collections of objects. They admit a number of drawbacks, however,
like: (a) final partition heavily depends on the data order and on the initial data
partition, (b) the algorithms are sensitive to the outliers, (c) the number of
clusters must be known in advance, and finally, (d) these algorithm can be used
only in case of numerical data representation.

To cope with the first drawback a number of approaches was proposed, like
[6], [8], or [7]. In this paper a new method (inspired by the boosting algorithm
used in machine learning) is proposed. It is especially useful when processing
large datasets since it clusters only a sample of objects and re-clustering is per-
formed when there are objects which do not fit to the existing partition. Before
introducing this method, some remarks on contextual clustering are needed.

3 Clustering Space

Recall first, that when processing text documents the entries of the vectors di

are so-called tfidf indices defined as, see e.g. [9]:

wt,d = ft,d × log
n

f
(D)
t

(3)

where n is the number of documents in the collection D, ft,d is the number
of occurrences of the term t in the document d, and f

(D)
t is the number of

documents in the collection D containing at least one occurrence of the term t.
The scheme (3) assumes that all the terms are weighted from the same

(global) perspective. But it is obvious that the weight of a term can vary ac-
cording to the context in which it is used. Hence we left the notion of cluster
center, and we assume ”relativistic” point of view treating the collection D as
a continuous space, called hereafter clustering space, where each point p can be
viewed as a cluster center. In such a space we define a proximity relationship
among the documents, and µd,C(p) quantifies a normalized degree of member-
ship of document d to the cluster C(p) with center p, where normalization is
5 More precisely, for a given partitioning group centers vj , j = 1, . . . , K are calculated

and the objects are assigned to the groups with most similar centroids. Then the
cycle repeats: centers vj are updated and the objects are reassigned to the groups.



over all C(p) [5]. Thus, µd,C(p) plays role analogous to ud,C(p) in fuzzy clustering
approach. Denoting |C(p)| = ∑

d∈D µd,C(p) the fuzzy cardinality of this cluster,
and combining it with ft,d and µd,C(p), we introduce a notion of specificity st,C(p)

of the term t in the cluster C(p) as st,C(p) = f−1
t,D ·∑d∈D ft,d · µd,C(p) , where

ft,D is the total frequency of term t in the collection D. With these notions we
introduce new contextual term weighting formula

wt,d,C(p) = st,C(p) × ft,d × log
|C(p)|
ft,C(p)

(4)

where ft,C(p) =
∑
{d:ft,d>0} µd,C(p) is the fuzzy count of documents in the col-

lection C(p) containing at least one occurrence of the term t; we assume that
wt,d,C(p) = 0 if ft,C(p) = 0.

Now, the context-free weight tfidf given by the equation (3) is replaced by
an averaged local weight

wt,d = l ·
∑

p∈HS

(
µd,C(p) · wt,d,C(p)

)
(5)

where HS is the unit hyper-sphere and l is a normalizing constant placing the
document d on the unit hyper-sphere.

3.1 Histograms of term weights

Furthermore, we can consider properties of each term individually (for a single
document), or in a broader context of a given subset of documents, e.g. clus-
ter C(p) as a whole. In the latter case, the values of the weight w for a given
term t for each document d ∈ C(p) 6 are treated as observed values of a ran-
dom variable with underlying continuous probability distribution. In practical
cases, the continuous distribution will be approximated by a discrete one, so
that the information about the random variable distribution for the term t can
be summarized as a histogram ht,C

7.
Single interval of a histogram ht,C represents the number of occurrences

of a discretized value of the term weighting function w for the term t in the
document collection C. The interval values can be in turn transformed to the
relative frequencies via the plain normalization h′t,C(q) = f−1

t,C · ht,C(q), where
ft,C =

∑Q
i=1 ht,C(q) is the total number of documents d ∈ C containing term t.

The normalized frequency distribution approximates the probability distribution
of an unknown variable describing the weight of occurrence of the term t in
randomly chosen document d ∈ C.

3.2 Histogram-based clustering algorithm

Finally, we can define histogram-based document membership in a given context.
A document d fits well to a given context (represented by a fuzzy cluster C) if its
6 where fuzzy cluster C(p) is defined as C(p) = {d ∈ D : µd,C(p) > 0}
7 a deeper discussion of the histograms of term weights is given in [5]



observed term weights wt,d are typical for the ”majority” of documents in space
C, i.e. the histogram-based probability of the weights observed in d is high. We
expect such a document to follow some topic-specific term distribution. Thus,
instead of fuzzy degree of membership u, defined in section 2 on the basis of
distance from the single fuzzy center of gravity, we can define histogram-based
(unnormalized) degree of membership md,C(p):

md,C(p) =
∑

t∈d mt,C(p) · ht,C(p)(q)∑
t∈d mt,C(p)

(6)

where mt,C(p) is some measure of term significance in context C(p)8, ht,C(p) is a
histogram for term t and histogram index q is computed by discretization ∆ of
term weight wt,d,C(p) (i.e. q = ∆

(
wt,d,C(p)

)
). After normalization over all C(p),

unnormalized degrees md,C(p) become µd,C(p).
Such a distribution-based degree of membership, computed for every context

C(p), after normalization gives us a vector of fuzzy-like probabilities µd,C(p),
analogously to ud,C(p) from section 2. In section 4, we will use a matrix U of the
normalized distribution-based contextual membership µd,C(p) to produce set of
clusters covering diverse topical aspects of the whole document collection D.

Enriched fuzzy clusters description, based on sets of term histograms, are
employed in an incremental clustering algorithm, see Algorithm 1, called Fuzzy
K-Histograms, or FKH for brevity that we propose in this paper. It joins two
known paradigms of clustering: the fuzzy clustering and the subspace clustering.
The method differs essentially from fuzzy clustering in that it is designed solely
for text data and is based on contextual vector representation and histogram-
based description of vector subspaces.

Algorithm 1 Fuzzy K-Histograms, FKH
1. Fix the number of clusters, K ≥ 2 and initialize the fuzzy partition matrix U(τ0),

µd,C(τ0) ∈ [0, 1]
2. Repeat steps 3-5 until the partition matrix stabilizes, i.e. ||U(τ)− U(τ − 1)|| =

maxd,C |µd,C(τ)− µd,C(τ − 1)| ≤ ε)
3. For each term t in the document d, having fixed matrix U(τ), compute a new

vector representation wt,d,C in current context C = C(τ).
4. For each context C(τ) construct a new histogram description {ht,C : t = 1, . . . , T}
5. Calculate new degrees of membership md,C and normalize them to µd,C in order

to get new partition matrix U(τ + 1)

Like FKM, the FKH algorithm starts with an initial split into subgroups,
represented by a matrix U(τ0), rows of which represent documents, and columns
represent topical groups. Iteratively, we adapt (a) the document representation,
(b) the histogram description of contextual groups, and (c) membership degree of
documents and term significance in the individual groups. These modifications
8 In the simplest case, term significance could be equal to one for every term t. How-

ever, since majority of terms in a given context is expected to be irrelevant, in [5] we
propose another measure, proportional to the weighted field under histogram plot.



recursively lead to a precise description of a contextual subspace in terms of
the membership degree of documents and significance of terms in a particular
context; further an insight into the documents similarity is offered. So we can
view the algorithm as a kind of reinforcement learning.

Both FKM and FKH algorithms are very sensitive to the choice of the initial
fuzzy clusters memberships µd,C . We can start without any knowledge of docu-
ment similarity, via a random assignment of documents to a number of groups
and global term weighing. But through the iterative process some terms specific
for a group would be strengthened, so that class membership of documents would
be modified, hence also their vector representation and, indirectly, similarity def-
inition. As experimental results show, FKH initialized with the sampling-based
method presented in the next section behaves much more stable (i.e. clusters
are retained over different cross-validated document subsets) and it outperforms
FKM algorithm in terms of supervised cluster quality (cf. section 5).

4 Sampling-based initialization algorithm

Let us return to the main idea of boosting-like initialization algorithm. It starts
from a random sample of documents drawn from the set D in case of global clus-
tering, or from a contextual group C in case of contextual clustering. The sample
size is M = min(1000, 0.1n) and the documents are drawn from the uniform dis-
tribution. The sample is clustered into K groups, where K is a parameter.

Surely, the sample drawn in such a way may appear to be too arbitrary.
Thus, in case of the FKM algorithm the values of Jα and of FK , defined in
equations (1) and (2) respectively, are computed and a decision is made if the
resulting partition can be accepted. It was assumed that the sample is rejected
if |FK(Uend)−FK(Ustart)| ≤ ε, where Ustart is an initial partition matrix, while
Uend is the partition matrix returned by the algorithm.

Next, for each cluster a corresponding histogram description is created and
the spanning-tree of clusters is constructed.The tree plays a control role, e.g. it
is used when the clusters are merged or their number is reduced.

If the distance (measured in terms of so-called Hellinger’s divergence9) be-
tween any two clusters is less than a pre-specified threshold value ε – these
clusters are merged. The resulting set of clusters S is saved. This ends a single
step of the algorithm.

In the subsequent steps new samples of documents are drawn randomly, but
this time the probability of including drawn document d into new sample equals:

P (d) = 1−max{md,C(p): C(p) ∈ S} (7)

9 which is – contrary to Kullback-Leibler measure – a symmetric distance measure
between the two distributions, cf. e.g. A.Basu, I.R.Harris, S.Basu, Minimum distance
estimation: The approach using density-based distances. Handbook of Statistics, 15,
1997, pp. 21–48.



where S the set of clusters computed in previous step, and md,C(p) is the degree
of membership of the document d into the cluster C(p), computed according to
the contextual weighting scheme [4].

This way new sample is formed by the documents with low degree of mem-
bership to the existing set of clusters. The aim of such a procedure is recurrent
improvement of the partition which should represent all the themes from the
collection D.

Surely, this new sample is subjected to clustering and new clusters are added
to the set S. Then both the contextual descriptions and the spanning tree of
clusters are updated. The procedure terminates after a given number of steps or
when the set S stabilizes, i.e. no cluster is modified and no new cluster is added.

5 Experimental results

In this section we briefly comment our experiments concerning the quality of
the contextual clustering by means of the Fuzzy K Means (FKM) algorithm and
adaptive histogram-based algorithm (FKH). Further, we compare the influence
of the boosting-like initialization on both algorithms.

In these experiments we use the following sets of documents: 20 News-
groups10, 12 Newsgroups11, WebKb12 and Reuters13. The box-and-whisker plot
depicted on Figures 1 and 2 illustrates the process of global clustering of the
Reuters data. Here a single box presents the distribution of the FK index de-
fined in equation (2) in subsequent iterations with respect to different divisions
into training and testing sets (10-fold cross-validation). The horizontal bars rep-
resent median and the lower and upper sides of the box represent 25% and 75%
quartiles; lastly the ”whiskers” represent lower and upper extreme values and
the dots – the outliers.

Let us comment variations of the FK measure in consecutive iterations of
particular clustering algorithms. In case of the FKM with random initialization
(Fig. 1(a)) the algorithm almost immediately get stuck in a local minima. An-
other consequence of random initialization is large variance of this measure for
particular validating data sets. Similar phenomena, although in a smaller scale
is observed in case of the FHC algorithm, see Fig. 2(a), where we observe minor
improvements of the FK measure, but the results are saddled with large variance
and highly depend on the content of the sets created during cross-validation.

The quality of the results improves remarkably when we use our boosting-like
initialization. However even in this case we observe rather large variation of the
degree of fuzziness characterizing particular clusters. Similar behavior has been
observed for the remaining test sets.

10 http://people.csail.mit.edu/jrennie/20Newsgroups/
11 a sample of 8094 messages from 12 groups; sizes vary from 326 to 1000 messages
12 http://www.cs.cmu.edu/~TextLearning/datasets.html
13 http://www.ics.uci.edu/~kdd/databases/reuters21578/reuters21578.html
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Fig. 1. Distribution of the FK measure in consecutive iterations of FKM algorithm
tested on Reuters data set: (a) random initialization (b) boosting-like initialization.
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Fig. 2. Distribution of the FK measure in consecutive iterations of FKH algorithm
tested on Reuters data set: (a) random initialization (b) boosting-like initialization

Tables 1 and 2 present final values of the normalized mutual information
(cf. e.g. [3]), measuring agreement between a priori given document categories
and the identified clusters for respective test datasets. By random we denote
variant in which cross-validated samples are not initialized at all (i.e. initial fuzzy
partition, represented by matrix U is random). On the other hand, initialized
means initialization via the sampling algorithm described in section 4. We also

NMI K-Means 12News 20News Reuters WebKb

random/direct 0.135± 0.09 0.146± 0.08 0.102± 0.08 0.19± 0.09

initialized/direct 0.323± 0.06 0.364± 0.02 0.151± 0.02 0.621± 0.08

random/recursive 0.161± 0.08 0.176± 0.08 0.111± 0.1 0.189± 0.1

initialized/recursive 0.371± 0.04 0.329± 0.01 0.128± 0.03 0.674± 0.05

Table 1. Normalized Mutual Information for the contextual groups generated by FKM



NMI Histograms 12News 20News Reuters WebKb

random/direct 0.197± 0.07 0.208± 0.06 0.125± 0.08 0.587± 0.04

initialized/direct 0.392± 0.02 0.457± 0.01 0.326± 0.04 0.752± 0.02

random/recursive 0.256± 0.08 0.371± 0.06 0.117± 0.07 0.634± 0.04

initialized/recursive 0.453± 0.01 0.495± 0.01 0.306± 0.03 0.727± 0.02

Table 2. Normalized Mutual Information for the contextual groups generated by FKH

considered two strategies of partitioning the data: a direct one, where for both
FKM and FKH algorithms the number K of clusters was given as an input
parameter, and recursive one, where the recursive splitting of large clusters into
smaller ones was driven by the external criterion of thematic homogeneity. The
criterion, exploiting Hellinger divergence between respective term distributions
in the clusters of documents, relaxes the requirement of fixing in advance the
number K of clusters. In case of four variants displayed in tables, one should
note the influence of the initialization on the final results. Recurrent methods
prove their advantage over the direct methods with respect to the mean value
and the variance of the final result.

The robustness of the proposed approach is confirmed by in-depth anal-
ysis of the interrelationships among topical clusters identified by FKH algo-
rithm and the document categories of examplary 20 Newsgroups collection.
The number of clusters identified by the FKH algorithm is lower than the to-
tal number of newsgroups in the collection (9 vs. 20), however, one can no-
tice that a single cluster gathers documents from categories (i.e. newsgroups)
which are closely related. For instance, one cluster is comprised mostly of
documents related to religion (e.g. alt.atheism, talk.religion.misc, talk.
politics.mideast), the other cluster contains the documents related to com-
puter issues (comp.graphics, comp.os.ms-windows.misc, comp.sys.ibm.pc.
hardware, comp.sys.mac.hardware, comp.windows.x), and other clusters con-
sist of predominantly sport-related, motorization-related and science-related
documents. In BEATCA search engine14, clusters identified by FKH algorithm
are used later on to construct thematical maps and visualize more subtle inter-
topical proximities in graphical form. Thus, the property of grouping similar
newsgroups together is an additional advantage, since all of the thematically
related messages will be presented on a single map (so-called contextual map).

6 Conclusions

In this paper we explore the consequences of document cluster characterization
via term (importance) distribution histograms . This idea offers a deeper insight
into the role played by the terms in formation of a particular cluster. So a full
profit can be taken from our earlier idea of ”contextual clustering”, that is of
representing different document clusters in different subspaces of a global vector
space. Histogram-based approach leads to many efficient algorithms for textual

14 cf. e.g. http://www.ipipan.eu/~klopotek/BEATCA/pdf/AIMSA2006.pdf



data processing purposes, to mention only vector space dimensionality reduction
or keyword and keyphrases identification. In this paper we focus on the proposal
of a fuzzy text clustering algorithm based on local (”contextual”) document-to-
cluster similarity and fuzzy clustering initialization via iterative sampling-based
method in the vein of boosting.

We have observed the following properties of the presented algorithms:

– advantage of quality and stability of clustering structure identified by our
FKH over the known FKM algorithm, both in direct and in recursive variant
of these algorithms

– positive impact of proposed initialization method on clustering stability (i.e.
reduction of variance over cross-validated data samples), in case of both
FKM and FKH algorithm

– positive impact of proposed initialization method on supervised clustering
quality (agreement between a priori given labels and identified clusters)

– positive impact of recursive variant of FKH algorithm on thematical homo-
geneity clustered together as a single contextual group
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Abstract. We present a service-oriented personalization system, set in
an educational framework, based on a semantic annotation of courses,
given at a knowledge level (what the course teaches, what is requested to
know for attending it in a profitable way). The system supports users in
building personalized curricula, formalized by means of an action theory.
It is also possible to verify the compliance of curricula w.r.t. a model,
expressing constraints at a knowledge level. For what concerns the first
task, classical planning techniques are adopted, which take into account
both the student’s initial knowledge and her learning goal. Instead, cur-
ricula validation is done against a model, formalized as a set of temporal
constraints. We have developed a prototype of the planning and valida-
tion services, by using -as reasoning engines- SWI-Prolog and the SPIN
model checker. Such services will be supplied and combined as plug-and-
play personalization services in the Personal Reader framework.

1 Introduction and Motivation

The birth of the Semantic Web brought along standard models, languages, and
tools for representing and dealing with machine-interpretable semantic descrip-
tions of Web resources, by giving a strong new impulse to research on personal-
ization. The introduction of machine-processable semantics makes the use of a
variety of reasoning techniques for implementing personalization functionalities
possible, widening the range of the forms that personalization can assume. So
far, reasoning in the Semantic Web is mostly reasoning about knowledge ex-
pressed in some ontology. However personalization may involve also other kinds
of reasoning and knowledge representation, that conceptually lie at the logic and
proof layers of the Semantic Web tower.

Moreover, the next Web generation promises to deliver Semantic Web Ser-
vices, that can be retrieved and combined in a way that satisfies the user. It opens
the way to many forms of service-oriented personalization. Web services provide
an ideal infrastructure for enabling interoperability among personalization appli-
cations and for constructing Plug&Play-like environments, where the user can



select and combine the kinds of services he or she prefers. Personalization can
be obtained by taking different approaches, e.g. by developing services that of-
fer personalization functionalities as well as by personalizing the way in which
services are selected, and composed in order to meet specific user’s requirements.

In the last years we carried on a research in the educational domain, by fo-
cussing on semantic web representations of learning resources and on automated
reasoning techniques for enabling different and complementary personalization
functionalities, e.g. curriculum sequencing [6, 7] and verification of the compli-
ance of a curriculum against some course design goals [5]. Our current aim is to
implement such results in an organic system, where different personalization ser-
vices, that exploit semantic web reasoning, can be combined to support the user
in the task of building a curriculum, based on learning resources that represent
courses.

While in early times learning resources were simply considered as “contents”,
strictly tied to the platform used for accessing them, recently, greater and greater
attention has been posed on the issue of re-use and of a cross-platform use of
educational contents. The proposed solution is to adopt a semantic annotation
of contents based on standard languages, e.g. RDF and LOM. Hereafter, we will
consider a learning resource as formed by educational contents plus semantic
meta-data, which supply information on the resources at a knowledge level, i.e.
on the basis of concepts taken from an ontology that describes the educational
domain. In particular we rely on the interpretation of learning resources as ac-
tions discussed in [6, 7]: the meta-data captures the learning objectives of the
learning resource and its pre-requisites. By doing so,one can rely on a classical
theory of actions and apply different reasoning methods -like planning- for build-
ing personalized curricula [6, 7]. The modeling of learning resources as actions
also enables the use of model checking techniques for developing a validation
service that detects if a user-given curriculum is compliant w.r.t an abstract
model, given as a set of constraints. In the following we present our achieve-
ments in the implementation of a Planning service and a Validation service that
can interoperate within the Personal Reader Framework [18].

Curriculum planning and validation offer a useful support in many practical
contexts and can be fruitfully combined for helping students or teaching insti-
tutions. Often a student knows what competency he/she would like to acquire
but has no knowledge of which courses will help him/her acquiring it. Moreover,
taking courses at different Universities is becoming more and more common in
Europe. As a consequence, building a curriculum might become a complicated
task for students, who must deal with an enormous set of courses across the
European countries, each described in different languages and on the basis of
different keywords.

The need of personalizing the sequencing of learning resource, w.r.t. the stu-
dent’s interests and context, has often to be combined with the ability to check
that the resulting curriculum complies against some abstract curricula specifi-
cation, which encodes the curricula-design goals expressed by the teachers or
by the institution offering the courses. Consider a student, who wants to build



a valid curriculum with the support of our automatic system. The student can
either use as a basis the suggestion returned by the system or he/she can design
the curriculum by hand, based on own criteria. In both cases a personalized
curriculum is obtained and can be given in input to the validation service for
checking the compliance against a curricula model. Curricula models specify
general rules for building learning paths and can be interpreted as constraints
designed by the University for guaranteeing the achievement of certain learning
goals. These constraints are to be expressed in terms of knowledge elements, and
maybe also on features that characterize the resources.

Consider now a university which needs to certify that the specific curricula,
that it offers for achieving a certain educational goal, and that are built upon the
courses offered locally by the university itself, respect some European guidelines.
In this case, we could, in fact, define the guidelines as a set of constraints at an
abstract level, i.e. as relations among a set of competencies which should be
offered in a way that meets some given scheme. At this point the verification
could be performed automatically, by means of a proper reasoner. Finally, the
automatic checking of compliance combined with curriculum planning could be
used for implementing processes like cooperation among institutes in curricula
design and integration, which are actually the focus of the so called Bologna
Process [15], promoted by the EU.

While SCORM [2] and Learning Design [19, 20] represent the most impor-
tant steps in the direction of managing and using e-learning based courses and
workflows among a group of actors participating in learning activities, most of
the available tools lack the machine-interpretable information about the learning
resources, and as a result they are not yet open for reasoning-based personaliza-
tion and automatic composition and verification. Given our requirements, it is a
natural choice to settle our implementation in the Personal Reader (PR) frame-
work. The PR relies on a service-oriented architecture enabling personalization,
via the use of semantic Personalization Services. Each service offers a differ-
ent personalization functionality, e.g. recommendations tailored to the needs of
specific users, pointers to related (or interesting or more detailed/general) infor-
mation, and so on. These semantic web services communicate solely based on
RDF documents.

The paper is organized as follows. Section 2 describes our approach to the
representation and reasoning about learning resources, curricula, and curricula
models. The implementation of the two services and their integration into the
PR Framework is discussed in section 3. We finish with conclusions and hints on
future work in Section 4.

2 Curricula representation and reasoning

Let us begin with the introduction of our approach to the representation of learn-
ing resources, curricula, and curricula models. The basic idea is to describe all
the different kinds of objects, that we need to tackle and that we will introduce
hereafter, on the basis of a set of predefined competencies, i.e. terms identifying



specific knowledge elements. We will use the two terms as synonyms. Competen-
cies can be thought of, and implemented, as concepts in a shared ontology. In
particular, for what concerns the application system described here, competen-
cies were extracted by means of a semi-automatic process and stored as an RDF
file (see Section 3.1 for details).

Given a predefined set of competencies, the initial knowledge of a student
can be represented as a set of such concepts. This set changes, typically it grows,
as the student studies and learns. In the same way, a user, who accesses a repos-
itory of learning resources, does it with the aim of finding materials that will
allow him/her to acquire some knowledge of interest. Also this knowledge, that
we identify by the term learning goal, can be represented as a set of knowl-
edge elements. The learning goal is to be taken into account in a variety of
tasks. For instance, the construction of a personalized curriculum is, actually,
the construction of a curriculum which allows the achievement of a learning goal
expressed by the user. In Section 3 we will describe a curricula planning service
for accomplishing this task.

2.1 Learning resources and curricula

A curriculum is a sequence of learning resources that are homogeneous in their
representation. Based on work in [6, 7], we rely on an action theory, and take the
abstraction of resources as simple actions. More specifically, a learning resource
is modelled as an action for acquiring some competencies (called effects). In
order to understand the contents supplied by a learning resource, the user is
sometimes required to own other competencies, that we call preconditions. Both
preconditions and effects can be expressed by means of a semantic annotation of
the learning resource [7]. In the following we will often refer to learning resources
as “courses” due to the particular application domain that we have considered
(university curricula).

As a simple example of “learning resource as action”, let us, then, report
the possible representation (in a classical STRIPS-like notation) of the course
“databases for biotechnologies” (db for biotech for short):

ACTION: db for biothec(),
PREREQ: relational db, EFFECTS: scientific db

The prequisites to this action is to have knowledge about relational databases.
Its effect is to supply knowledge about scientific databases.

Given the above interpretation of learning resources, a curriculum can be
interpreted as a plan, i.e. as a sequence of actions, whose execution causes tran-
sitions from a state to another, until some final state is reached. The initial state
contains all the competences that we suppose available before the curriculum
is taken, e.g. the knowledge that the student already has. This set can also be
empty. The final state is sometimes required to contain specific knowledge ele-
ments, for instance, all those that compose the user’s learning goal. Indeed, often
curricula are designed so to allow the achievement of a well-defined learning goal.



A transition between two states is due to the application of the action cor-
responding to a learning resource. Of course, for an action to be applicable, its
preconditions must hold in the state to which it should be applied. The applica-
tion of the action consists in an update of the state. We assume that competences
can only be added to states. Formally, we assume that the domain is monotonic.
The intuition behind this assumption is that the act of using a new resource will
never erase from the students’ memory the concepts acquired insofar. Knowledge
grows incrementally.

2.2 Curricula models

Curricula models consist in sets of constraints that specify desired properties of
curricula. Curricula models are to be defined on the basis of knowledge elements
as well as of learning resources (courses). In particular, we would like to restrict
the set of possible sequences of resources corresponding to curricula. This will
be done by imposing constraints on the order by which knowledge elements
are added to the states (e.g. “a knowledge element α is to be acquired before
a knowledge element β”), or by specifying some educational objectives to be
achieved, in terms of knowledge that must be contained in the final state (e.g. “a
knowledge element α must be acquired sooner or later”). Therefore, we represent
a curricula model as a set of temporal constraints. Being defined on knowledge
elements, a curricula model is independent from the specific resources that are
taken into account, for this reason, it can be reused in different contexts and it
is suitable to open and dynamic environments like the web.

The possibility of verifying the compliance of curricula to models is extremely
important in many applicative contexts, as explained by examples in the intro-
duction. In some cases these checks could be integrated into the curriculum
construction process; nevertheless, it is important to be able to perform the ver-
ification independently from the construction process. Let us consider again our
simple scenario concerning a university, which offers a set of curricula that are
proved to satisfy the guidelines given by the EU for a certain year. After a few
years, the EU guidelines change: our University has the need to check if the
curricula that it offers, still satisfy the guidelines, without rebuilding them.

A natural choice for representing temporal constraints on action paths is
linear-time temporal logic (LTL) [14]. This kind of logic allows to verify if a
property of interest is true for all the possible executions of a model (in our
case the specific curriculum). This is often done by means of model checking
techniques [12].

The curricula as we represent them are, actually, Kripke structures. Briefly,
a Kripke structure identifies a set of states with a transition relation that allows
passing from a state to another. In our case, the states contain the knowledge
items that are owned at a certain moment. Since the domain is monotonic (as
explained above we can assume that knowledge only grows), states will always
contain all the competencies acquired up to that moment. The transition relation
is given by the actions that are contained in the curriculum that is being checked.



It is possible to use the LTL logic to verify if a given formula holds starting from
a state or if it holds for a set of states.

For example, in order to specify in the curricula model constraints on what
to achieve, we can use the formula 3α, where 3 is the eventually operator.
Intuitively, such a formula expresses the fact that a set of knowledge elements
will be acquired sooner or later. Moreover, constraints concerning how to achieve
the educational objectives, such as “a knowledge element β cannot be acquired
before the knowledge element α is acquired”, can, for instance, be expressed by
the LTL temporal formula ¬β U α, where U is the weak until operator. Given
a set of knowledge elements to be acquired, such constraints specify a partial
ordering of the same elements.

2.3 Planning and Validation

Given a semantic annotation with preconditions and effects of the courses, clas-
sical planning techniques are exploited for creating personalized curricula, in
the spirit of the work in [6, 7]. Intuitively the idea is that, given a repository
of learning resources, which have been semantically annotated as described, the
user expresses a learning goal as a set of knowledge elements he/she would like
to acquire, and possibly also a set of already owned competencies. Then, the
system applies planning to build a sequence of learning resources that, read in
sequence, will allow him/her to achieve the goal.

The particular planning methodology that we implemented (see Section 3.3
for details) is a simple depth-first forward planning (an early prototype was
presented in [3]), where actions cannot be applied more than once. The algorithm
is simple:

1. Starting from the initial state, the set of applicable actions (those whose
preconditions are contained in the current state) is identified.

2. One of such actions is selected and its application is simulated leading to a
new state.

3. The new state is obtained by adding to the previous one the competencies
supplied as effects of the selected action.

4. The procedure is repeated until either the goal is reached or a state is
reached, in which no action can be applied and the learning goal is not
satisfied.

5. In the latter situation, backtracking is applied to look for another solution.

The procedure will eventually end because the set of possible actions is finite
and each is applied at most once. If the goal is achieved, the sequence of actions
that label the transitions leading from the initial to the final state is returned
as the resulting curriculum. If desired, the backtracking mechanism allows to
collect a set of alternative solutions to present to the user.

Besides the capability of automatically building personalized curricula, it is
also interesting to perform a set of verification tasks on curricula and curricula
models. The simplest form of verification consists in checking the soundness of



curricula which are built by hand by users themselves, reflecting their own per-
sonal interests and needs. Of course, not all sequences which can be built starting
from a set of learning resources are lawful. Learning dependencies, imposed by
courses themselves in terms of preconditions and effects, must be respected. In
other words, a course can appear at a certain point in a sequence only if it is
applicable at that point, therefore, there are no competency gaps. These implicit
“applicability constraints” capture precedences and dependencies that are innate
to the nature of the taught concepts. In particular, it is important to verify that
all the competencies, that are necessary to fully understand the contents, offered
by a learning resource, are introduced or available before that learning resource
is accessed. Usually, this verification, as stated in [13], is performed manually by
the learning designer, with hardly any guidelines or support.

Given the interpretation of resources as actions, the verification of the sound-
ness of a curriculum, w.r.t. the learning dependencies and the learning goal, can
be interpreted as an executability check of the curriculum. Also in this case, the
algorithm is simple:

1. Given an initial state, representing the knowledge available before the cur-
riculum is attended, a simulation is executed, in which all the actions in the
curriculum are (virtually) executed one after the other.

2. An action (representing a course) can be executed only if the current state
contains all the concepts that are in the course precondition. Intuitively, it
will be applied only if the student owns the notions that are required for
understanding the topics of the course.

3. If, at a certain point, an action that should be applied is not applicable be-
cause some precondition does not hold, the verification fails and the reasons
of such failure can be reported to the user.

4. Given that all the courses in the sequence can be applied, one after the other,
the final state that is reached must be compared with the learning goal of the
student: all the desired goal concepts must be achieved, so the corresponding
knowledge elements must be contained in the final state.

This latter task actually corresponds to another basic form of verification, i.e.
to check whether a (possibly hand-made) curriculum allows the achievement of
the desired learning goal. These forms of basic verifications can be accomplished
by the service described in Section 3.4.

Another interesting verification task consists in checking if a personalized
curriculum is valid w.r.t. a particular curricula model or, following Brusilovski’s
terminology, checking if the curriculum is compliant against the course design
goals [11]. Indeed, a personalized curriculum that is proved to be executable,
cannot automatically be considered as being valid w.r.t. a particular curricula
model. A curricula model, in fact, imposes further constraints on what to achieve
and how achieving it. We will return to this kind of verification in Section 3.4.



3 Implementation in the Personal Reader Framework

The Personal Reader Framework has been developed with the aim of offering a
uniform entry point for accessing the Semantic Web, and in particular Semantic
Web Services. Indeed it offers an environment for designing, implementing and
realizing Web content readers in a service-oriented approach, for a more detailed
description, see [18] (http://www.personal-reader.de/).

In applications based on the Personal Reader Framework, a user can se-
lect and combine —plug together— which personalized support he or she wants
to receive. The framework has already been used for developing Web Content
Readers that present online material in an embedded context [10, 1, 17]. Besides

Fig. 1. Personal Reader Framework Overview

a user-interface, as shown in figure 1, a Personal Reader application consists
of three types of services. Personalization services (PService) provide personal-
ization functionalities: they deliver personalized recommendations for content,
as requested by the user and obtained or extracted from the Semantic Web.
Syndication Services (SynService) allow for some interoperability with the other
services in the framework, e.g. for the discovery of the applications interfaces by
a portal. The Connector is a single central instance responsible for all the com-
munication between user interface and personalization services. It selects services
based on their semantic description and on the requirements by the SynService.
The Connector protects –by means of a public-key-infrastructure (PKI)– the
communication among the involved parties. It also supports the customization
and invocation of services and interacts with a user modelling service, called the
UMService, which maintains a central user model.



3.1 Metadata Description of Courses

In order to create the corpus of courses, we started with information collected
from an existing database of courses. We used the Lixto [9] tool to extract the
needed data from the web-pages provided by the HIS-LSF (http://www.his.de/)
system of the University of Hannover. This approach was chosen based on our
experience with Lixto in the Personal Publication Reader [10] project, where we
used Lixto for creating the publications database by crawling the publication
pages of the project partners. The effort to adapt our existing tool for the new
data source was only small. From the extracted metadata we created an RDF
document, containing course names, course catalog identifier, semester, number
of credit points, effects and preconditions, and the type of course, e.g. laboratory,
seminar or regular course with examinations in the end, as illustrated in Figure 2.

Fig. 2. An annotated course from the Hannover course database

The larger problem was that the quality of most of the information in the
database turned out to be insufficient, mostly due to inconsistencies in the de-
scription of prerequisites and effects of the courses. Additionally the corpus was
not annotated using a common set of terms, but authors and department sec-
retaries used a slightly varying vocabulary for each of their course descriptions,
instead of relying on a common classification system, like e.g. the ACM CCS for
computer science.

As a consequence, we focussed only on a subset of the courses (computer sci-
ence and engineering courses), and manually post-processed the data. Courses
are annotated with prerequisites and effects, that can be seen as knowledge con-
cepts or competences, i.e. ontology terms. After automatic extraction of effects



and preconditions, the collected terms were translated into proper English lan-
guage, synonyms were removed and annotations were corrected where necessary.
The resulting corpus had a total of 65 courses left, with 390 effects and 146
preconditions.

3.2 The User Interface and Syndication Service

User can select the
effects / knowledge
she wants to acquire

The system displays
the result in a way, so

the user can add,
remove, modify ele-
ments in her plan

The user can submit an
existing plan or re-use

one stored in her
profile

The system shows a
summary of the
validation step

PLANNER
SWI-Prolog

The system
validates the plan

The system
validates the plan

Generating the plan
from the request

The user can go back
to refine her plan

VALIDATION
SPIN model checker

VALIDATION
SPIN model checker

Fig. 3. The Actions supported by the User Interface

In our implementation, the user interface (see figure 3) is responsible for
identifying the user, presenting the user an interface to select the knowledge
she wants to acquire, and to display the results of the planning and validation
step, allowing further refinement of created plans. The creation of curriculum se-
quences and the validation are implemented as two independent Personalization
Services, the “Curriculum Planning PService”, and the “Curriculum Validation
PService”. Because of the plug-and-play nature of the infrastructure, the two
PServices can be used by other applications (SynServices) as well (Fig. 3). Also
possible is that PServices, which provide additional planning and validation ca-
pabilities can be used in our application. The current and upcoming future imple-
mentations of the Curriculum Planning and Validation Prototype are available
at http://semweb2.kbs.uni-hannover.de:8080/plannersvc.

3.3 The Curriculum Planning PService

In order to integrate the Planning Service as a plug-and-play personalization
service in the Personal Reader architecture we worked at embedding the Prolog
reasoner into a web service. Figure 4 gives an overview over the components
in the current implementation. The web service implements the Personalization



Fig. 4. Curriculum Planning Web Service

Service (PService [18]) interface, defined by the Personal Reader framework,
which allows for the processing of RDF documents and for inquiring about the
services capabilities. The Java-to-Prolog Connector runs the SWI-Prolog exe-
cutable in a sub-process; essentially it passes the RDF document containing the
request as-is to the Prolog system, and collects the results, already represented
as RDF.

The curriculum planning task itself is accomplished by a reasoning engine,
which has been implemented in SWI Prolog3. The interesting thing of using
SWI Prolog is that it contains a semantic web library allowing to deal with
RDF statements. Since all the inputs are sent to the reasoner in a RDF request
document, it actually simplifies the process of interfacing the planner with the
Personal Reader. In particular the request document contains: a) links to the
RDF document containing the database of courses, annotated with metadata,
b) a reference to the user’s context c) the user’s actual learning goal, i.e. a set
of knowledge concepts that the user would like to acquire, and that are part of
the domain ontology used for the semantic annotation of the actual courses. The
reasoner can also deal with information about credits provided by the courses,
when the user sets a credit constraint together with the learning goal.

Given a request, the reasoner runs the Prolog planning engine on the database
of courses annotated with prerequisites and effects. The initial state is set by
using information about the user’s context, which is maintained by the User
Modelling component of the PR. In fact such user’s context includes informa-
tion about what is considered as already learnt by the student (attended courses,
learnt concepts) and such information is included in the request document. The
Prolog planning engine has been implemented by using a classical depth-first
search algorithm [22]. This algorithm is extremely simple to implement in declar-
ative languages as Prolog.

3 http://www.swi-prolog.org/



At the end of the process, a RDF response document is returned as an output.
It contains a list of plans (sequences of courses) that fulfill the user’s learning
goals and profile. The maximum number of possible solutions can be set by the
user in the request document. Notice that further information stored in the user
profile is used at this stage for adapting the presentation of the solutions, here
simple hints are used to rank higher those plans that include topics that the user
has an expressed special interest in.

3.4 The Curriculum Validation PService

In order to verify if a curriculum is valid w.r.t. a curricula model, we adopt
model checking techniques, by using SPIN. To check a curriculum with SPIN,
this must be translated in the Promela language. Competencies are represented
as boolean variables. In the beginning, only those variables that represent the
initial knowledge of the student are true. Courses are implemented as actions
that can modify the value of the variables. Since our application domain is
monotonic, only those variables, whose value is false in the initial state, can be
modified.

The Promela program consists of two processes: one is named CurriculumVer-
ification and the other UpdateState. While the former contains a representation
of the curriculum itself, and simulates its execution, the latter contains the code
for updating the state (i.e. the set of competencies achieved so far) step by
step along the simulation of the execution of the curriculum. The two processes
communicate by means of two channels, attend and feedback. The notation at-
tend!courseName represents the fact that the course with name courseName is
to be attended. In this case the sender process is CurriculumVerification and the
receiver is UpdateState. UpdateState will check the preconditions of the course
in the current state and will send a feedback to CurriculumVerification after
updating the state. On the other hand, the notation feedback?feedbackMsg rep-
resents the possibility for the process Curriculum of receiving a feedback of kind
feedbackMsg from the process UpdateState.

Given these two processes, it is possible to perform a test, aimed at ver-
ifying the possible presence of competency gaps. This test is implemented as
a deadlock verification: if the sequence is correct w.r.t. the action theory, no
deadlock arises, otherwise a deadlock will be detected. The curricula model is to
be supplied apart, as a set of temporal logic formulas, possibly obtained by an
automatic translation process from a DCML representation. Notice that curric-
ula can contain branching points. The branching points are encoded by either
conditioned or non-deterministic if; each such if statement refers to a set of al-
ternative courses (e.g. languagesEnvironmentProg and programmingLanguages).
Depending on the course communicated by the channel attend, it updates the
state. The process continues until the message stop is communicated. Then the
learning goal is checked.

Let us see how to use the model checker to verify the temporal constraints
that make a curricula model. Model checking is the algorithmic verification of
the fact that a finite state system complies to its specification. In our case the



specification is given by the curricula model and consists of a set of temporal
constraints, while the finite state system is the curriculum to be verified.

SPIN allows to specify and verify every kind of LTL formulas and it also
allows to deal with curricula that at some points contain alternatives. This makes
the system suitable to more realistic application scenarios. In fact, for what
concerns curricula written by hand, users often do not have a clear mind and,
thus, it is difficult for them to write a single sequence. In the case of curricula
built by an automatic system, there are planners that are able to produce sets
of alternative solutions gathered in a tree structure.

The following are examples of constraints, expressed as LTL formulas, that
could be part of a curricula model:

(1) ¬jdbc U (sql ∧ relational algebra),
(2) ¬op systems U basis of prog,
(3) ¬basis of oo U basis of prog,
(4) 3basis of prog ⊃ 3basis of java prog,
(5) 3database,
(6) 3web services.

The first constraint means that before learning jdbc the student must own Knowl-
edge about sql and about relational algebra. The following two constraints are of
the same kind but involve different competencies. Constraint (4) means that if
the student acquires knowledge about “basis of programming”, he/she will also
have knowledge about “basis of java programming” but the two events are not
temporally related. Constraints (5) and (6) mean that soon or later knowledge
about databases and web services must be acquired.

4 Conclusion, Further and Related Works

In this work we have described the current state of the integration of semantic
personalization web services for Curriculum Planning and Validation within the
Personal Reader Framework. The goal of personalization is to create sequences of
courses that fit the specific context and the learning goal of individual students.
Despite some manual post-processing for fixing inconsistencies, we used real
information from the Hannover University database of courses for extracting the
meta-data. Currently the courses are annotated also by meta-data concerning
the schedule and location of courses, like for instance room-numbers, addresses
and teaching hours. As a further development, it would be interesting to let our
Curriculum Planning Service to make use also of such metadata in order to find
a solution that fits the desires and the needs of the user in a more complete way.

The Curriculum Planning Service has been integrated as a new plug-and-
play personalization service in the Personal Reader framework. In the current
implementation, the learning goal corresponds to a set of hard constraints; that
is to say that the planner returns only plans that satisfy them all. A different
choice would be to consider the constraints given by the goal as soft constraints,
and allow the return of plans which do satisfy the goal only partially. This



would be approapriate, for instance, in the case in which a student would like
to acquire a range of competencies of interest but it is not possible to build, on
top of a given repository of course descriptions, a curriculum for achieving them
all. Nevertheless, it would be possible to build a curriculum for achieving part
of them. In some circumstances, it would anyway be helpful for the student to
receive this information as a feedback. Of course, in this case many questions
arise, e.g. the issue of ranking the goals based on the actual interest of the
requestor, so to know what can possibly be discarded and what is mandatory.
From an implementation perspective, the spirit of the SOA infrustructure given
to the Personal Reader is, indeed, meant to easily allow extensions by adding
new Personalization Services. We can, therefore, think to develop and add a soft-
goal planning service, to be used in these circumstances. The new planner would
inherit the wrapping and interaction part from the current planning service but
implement an algorithm like for instance [16].

The Curriculum Validation Service has been designed. An early prototype of
the validation system based on the model checker SPIN has been developed [5]
and is currently being embedded in the same framework. The choice of relying
on SPIN, rather than developing a simpler and ad hoc checking system, is due
to the need of rapidly developing a prototype. For this reason we have decided
to rely on already exisiting and well-established technology. The engineering
of the developed services should be tailored to the specific kinds of constraint
that can be used to design the model. Analogous considerations can be done
for the planning algorithm. The one that has been used is the simplest that can
be thought of. Of course, there are many possible optimizations and extensions
(e.g. the adoption of soft goals mentioned above) that could be done, and many
algorithms are already available in the literature. Our choice has been motivated
by the desire of quickly testing our ideas rather than developing a system thought
for real use.

The Personal Reader Platform provides a natural framework for implement-
ing a service-oriented approach to personalization in the Semantic Web, allowing
to investigate how (semantic) web service technologies can provide a suitable in-
frastructure for building personalization applications, that consist of re-usable
and interoperable personalization functionalities. The idea of taking a service
oriented approach to personalization is quite new and was born within the per-
sonalization working group of the Network of Excellence REWERSE (Reasoning
on the Web with Rules and Semantics, http://rewerse.net).

Writing curricula models directly in LTL is not an easy task for the user.
For this reason, we have recently developed a graphical language, called DCML
(Declarative Curricula Model Language) [8, 4], inspired by DecSerFlow, the Declar-
ative Service Flow Language by van der Aalst and Pesic [23]. DCML allows to
express the temporal relations between the times of acquisition of the concepts.
The advantage of a graphical language is that drawing, rather than writing, con-
straints facilitates the user, who needs to represent curricula models, allowing
a general overview of the relations which exist between concepts. At the same
time, a rigorous and precise meaning is also given, due to the logic grounding of



the language. Moreover, in [4] we represent curricula as UML activity diagrams
and include the possibility of handling the concurrent attending of courses. Also
in this case curricula can be translated in Promela programs so that it becomes
possible to perform all the kinds of verification that we have described.

DCML, besides being a graphical language, has also a textual representation.
We are currently working at an integration of this new more sophisticated solu-
tion into the Personal Reader Framework by implementing an automatic system
for translating DCML textual representations into LTL, for translating curricula
(activity diagrams) in Promela, and then run the checks.

Another recent proposal for automatizing the competency gap verification is
done in [21] where an analysis of pre- and post-requisite annotations of the Learn-
ing Objects (LO), representing the learning resources, is proposed. In this ap-
proach, whenever an error will be detected by the validation phase, a correction
engine will be activated. This engine will use a “Correction Model” to produce
suggestions for correcting the wrong curriculum, by means of a reasoning-by-
cases approach. The suggestions will, then, be presented to the course devel-
oper, who is in charge to decide which ones to adopt (if any). Once a curriculum
will have been corrected, it will have to be validated again, because the cor-
rections might introduce new errors. Melia and Pahl’s proposal is inspired by
the CocoA system [11], that allows to perform the analysis and the consistency
check of static web-based courses. Competency gaps are checked by a prerequi-
site checker for linear courses, simulating the process of teaching with an overlay
student model. Pre- and post-requisites are represented by knowledge elements.
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Abstract. In this work, we present a constrained-based representation
for specifying the goals of “course design”, that we call curricula model,
and introduce a graphical language, grounded into Linear Time Logic,
to design curricula models which include knowledge of proficiency levels.
Based on this representation, we show how model checking techniques
can be used to verify that the user’s learning goal is supplied by a cur-
riculum, that a curriculum is compliant to a curricula model, and that
competence gaps are avoided.

1 Introduction and Motivations

As recently underlined by other authors, there is a strong relationship between
the development of peer-to-peer, (web) service technologies and e-learning tech-
nologies [17]. The more learning resources are freely available through the Web,
the more modern e-learning management systems (LMSs) should be able to take
advantage from this richness: LMSs should offer the means for easily retrieving
and assembling e-learning resources so to satisfy specific users’ learning goals,
similarly to how (web) services are retrieved and composed [12]. As in a com-
position of web services it is necessary to verify that, at every point, all the
information necessary to the subsequent invocation will be available, in a learn-
ing domain, it is important to verify that all the competencies, i.e. the knowledge,
necessary to fully understand a learning resource are introduced or available be-
fore that learning resource is accessed. The composition of learning resources, a
curriculum, does not have to show any competence gap. Unfortunately, this veri-
fication, as stated in [10], is usually performed manually by the learning designer,
with hardly any guidelines or support.

A recent proposal for automatizing the competence gap verification is done
in [17] where an analysis of pre- and post-requisite annotations of the Learning
Objects (LO), representing the learning resources, is proposed. A logic based val-
idation engine can use these annotations in order to validate the curriculum/LO
composition. Melia and Pahl’s proposal is inspired by the CocoA system [8],
that allows to perform the analysis and the consistency check of static web-
based courses. Competence gaps are checked by a prerequisite checker for linear
courses, simulating the process of teaching with an overlay student model. Pre-
and post-requisites are represented as “concepts”.
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Together with the verification of consistence gaps, there are other kinds of ver-
ification. Brusilovsky and Vassileva [8] sketch some of them. In our opinion, two
are particularly important: (a) verifying that the curriculum allows to achieve
the users’ learning goals, i.e. that the user will acquire the desired knowledge,
and (b) verifying that the curriculum is compliant against the course design
goals. Manually or automatically supplied curricula, developed to reach a learn-
ing goal, should match the “design document”, a curricula model, specified by the
institution that offers the possibility of personalizing curricula. Curricula models
specify general rules for designing sequences of learning resources (courses). We
interpret them as constraints, that are expressed in terms of concepts and, in
general, are not directly associated to learning resources, as instead is done for
pre-requisites. They constrain the process of acquisition of concepts, indepen-
dently from the resources.

More specifically, in this paper we present a constraint-based representation
of curricula models. Constraints are expressed as formulas in a temporal logic
(LTL, linear temporal logic [11]) represented by means of a simple graphical
language that we call DCML (Declarative Curricula Model Language). This logic
allows the verification of properties of interest for all the possible executions of
a model, which in our case corresponds to the specific curriculum. Curricula
are represented as activity diagrams [1]. We translate an activity diagram, that
represents a curriculum, in a Promela program [16] and we check, by means of
the well-known SPIN Model Checker [16], that it respect the model by verifying
that the set of LTL formulas are satisfied by the Promela program. Moreover,
we check that learning goals are achieved, and that the curriculum does not
contain competence gaps. As in [10], we distinguish between competency and
competence, where by the first term we denote a concept (or skill) while by the
second we denote a competency plus the level of proficiency at which it is learnt
or known or supplied. So far, we do not yet tackle with “contexts”, as defined
in the competence model proposed in [10], which will be part of future work.

This approach differs from previous work [5], where we presented an adaptive
tutoring system, that exploits reasoning about actions and changes to plan and
verify curricula. The approach was based on abstract representations, capturing
the structure of a curriculum, and implemented by means of prolog-like logic
clauses. Such representations were applied a procedure-driven form of planning,
in order to build personalized curricula. In this context, we proposed also some
forms of verification, of competence gaps, of learning goal achievement, and of
whether a curriculum, given by a user, is compliant to the “course design” goals.
The use of procedure clauses is, however, limiting because they, besides having
a prescriptive nature, pose very strong constraints on the sequencing of learning
resources. In particular, clauses represent what is “legal” and whatever sequence
is not foreseen by the clauses is “illegal”. However, in an open environment where
resources are extremely various, they are added/removed dynamically, and their
number is huge, this approach becomes unfeasible: the clauses would be too
complex, it would be impossible to consider all the alternatives and the clauses
should change along time.
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For this reason we considered as appropriate to take another perspective and
represent only those constraints which are strictly necessary, in a way that is
inspired by the so called social approach proposed by Singh for multi-agent and
service-oriented communication protocols [18,19]. In this approach only the obli-
gations are represented. In our application context, obligations capture relations
among the times at which different competencies are to be acquired. The advan-
tage of this representation is that we do not have to represent all that is legal
but only those necessary conditions that characterize a legal solution. To make
an example, by means of constraints we can request that a certain knowledge
is acquired before some other knowledge, without expressing what else is to be
done in between. If we used the clause-based approach, instead, we should have
described also what can legally be contained between the two times at which the
two pieces of knowledge are acquired. Generally, the constraints-based approach
is more flexible and more suitable to an open environment.

2 DCML: A Declarative Curricula Model Language

In this section we describe the Declarative Curricula Model Language (DCML,
for short), a graphical language to represent the specification of a curricula model
(the course design goals). The advantage of a graphical language is that draw-
ing, rather than writing, constraints facilitates the user, who needs to represent
curricula models, allowing a general overview of the relations which exist be-
tween concepts. DCML is inspired by DecSerFlow, the Declarative Service Flow
Language to specify, enact, and monitor web service flows by van der Aalst and
Pesic [21]. DCML, as well as DecSerFlow, is grounded in Linear Temporal Logic
[11] and allows a curricula model to be described in an easy way maintaining
at the same time a rigorous and precise meaning given by the logic represen-
tation. LTL includes temporal operators such as next-time (©ϕ, the formula
ϕ holds in the immediately following state of the run), eventually (�ϕ, ϕ is
guaranteed to eventually become true), always (�ϕ, the formula ϕ remains in-
variably true throughout a run), until (α U β, the formula α remains true until
β), see also [16, Chapter 6]. The set of LTL formulas obtained for a curricula
model are, then, used to verify whether a curriculum will respect it [4]. As an
example, Fig. 1 shows a curricula model expressed in DCML. Every box con-
tains at least one competence. Boxes/competences are related by arrows, which
represent (mainly) temporal constraints among the times at which they are to
be acquired. Altogether the constraints describe a curricula model.

2.1 Competence, Competency, and Basic Constraints

The terms competence and competency are used, in the literature concerning pro-
fessional curricula and e-learning, to denote the “effective performance within
a domain at some level of proficiency” and “any form of knowledge, skill, atti-
tude, ability or learning objective that can be described in a context of learning,
education or training”. In the following, we extend a previous proposal [4,7] so
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Fig. 1. An example of curricula model in DCML

as to include a representation of the proficiency level at which a competency is
owned or supplied. To this aim, we associate to each competency a variable k,
having the same name as the competency, which can be assigned natural num-
bers as values. The value of k denotes the proficiency level; zero means absence
of knowledge. Therefore, k encodes a competence, Fig. 2(a). On competences, we
can define three basic constraints.

Fig. 2. Competences (a) and basic constraints (b), (c), and (d). Relations among
competences: (a) implication, (b) before, (c) succession, (d) immediate implication, (e)
immediate before, (f) immediate succession, (g) not implication, (h) not immediate
before.

The “level of competence” constraint, Fig. 2(c), imposes that a certain compe-
tency k must be acquired at least at level l. It is represented by the LTL formula
�(k ≥ l). Similarly, a course designer can impose that a competency must never
appear in a curriculum with a proficiency level higher than l. This is possible
by means of the “always less than level” constraint, shown in Fig. 2(d). The LTL
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formula �(k < l) expresses this fact (it is the negation of the previous one). As
a special case, when the level l is one (�(k < 1)), the competency k must never
appear in a curriculum.

The third constraint, represented by a double box, see Fig. 2 (b), specifies that
k must belong to the initial knowledge with, at least, level l. In other words, the
simple logic formula (k ≥ l) must hold in the initial state.

To specify relations among concepts, other elements are needed. In particular,
in DCML it is possible to represent Disjunctive Normal Form (DNF) formulas as
conjunctions and disjunctions of concepts. For lack of space, we do not describe
the notation here, however, an example can be seen in Fig. 1.

2.2 Positive and Negative Relations Among Competences

Besides the representation of competences and of constraints on competences,
DCML allows to represent relations among competences. For simplicity, in the
following presentations we will always relate simple competences, it is, however,
of course possible to connect DNF formulas. We will denote by (k, l) the fact
that competence k is required to have at least level l (i.e. k ≥ l) and by ¬(k, l)
the fact that k is required to be less than l.

Arrows ending with a little-ball, Fig. 2(f), express the before temporal con-
straint between two competences, that amount to require that (k1, l1) holds
before (k2, l2). This constraint can be used to express that to understand some
topic, some proficiency of another is required as precondition. It is important to
underline that if the antecedent never becomes true, also the consequent must
be invariably false; this is expressed by the LTL formula ¬(k2, l2) U (k1, l1), i.e.
(k2 < l2) U (k1 ≥ l1). It is also possible to express that a competence must be
acquired immediate before some other. This is represented by means of a triple
line arrow that ends with a little-ball, see Fig. 2(i). The constraint (k1, l1) im-
mediate before (k2, l2) imposes that (k1, l1) holds before (k2, l2) and the latter
either is true in the next state w.r.t. the one in which (k1, l1) becomes true or
k2 never reaches the level l2. The difference w.r.t the before constraint is that it
imposes that the two competences are acquired in sequence. The corresponding
LTL formula is “(k1, l1) before (k2, l2)” ∧�((k1, l1) ⊃ (©(k2, l2) ∨ �¬(k2, l2))).

Both of the two previous relations represent temporal constraints between
competences. The implication relation (Fig. 2(e)) specifies, instead, that if a
competency k1 holds at least at the level l1, some other competency k2 must be
acquired sooner or later at least at the level l2. The main characteristic of the
implication, is that the acquisition of the consequent is imposed by the truth
value of the antecedent, but, in case this one is true, it does not specify when the
consequent must be achieved (it could be before, after or in the same state of
the antecedent). This is expressed by the LTL formula �(k1, l1) ⊃ �(k2, l2). The
immediate implication (Fig. 2(h)), instead, specifies that the consequent must
hold in the state right after the one in which the antecedent is acquired. Note
that, this does not mean that it must be acquired in that state, but only that it
cannot be acquired after. This is expressed by the LTL implication formula in
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conjunction with the constraint that whenever k1 ≥ l1 holds, k2 ≥ l2 holds in
the next state: �(k1, l1) ⊃ �(k2, l2) ∧ �((k1, l1) ⊃ ©(k2, l2)).

The last two kinds of temporal constraint are succession (Fig. 2(g)) and im-
mediate succession (Fig. 2(j)). The succession relation specifies that if (k1, l1)
is acquired, afterwards (k2, l2) is also achieved; otherwise, the level of k2 is not
important. This is a difference w.r.t. the before constraint where, when the an-
tecedent is never acquired, the consequent must be invariably false. Indeed, the
succession specifies a condition of the kind if k1 ≥ l1 then k2 ≥ l2, while be-
fore represents a constraint without any conditional premise. Instead, the fact
that the consequent must be acquired after the antecedent is what differen-
tiates implication from succession. Succession constraint is expressed by the
LTL formula �(k1, l1) ⊃ (�(k2, l2) ∧ (¬(k2, l2) U (k1, l1))). In the same way,
the immediate succession imposes that the consequent either is acquired in the
same state as the antecedent or in the state immediately after (not before nor
later). The immediate succession LTL formula is “(k1, l1) succession (k2, l2)”
∧�((k1, l1) ⊃ ©(k2, l2)).

After the “positive relations” among competences, let us now introduce the
graphical notations for “negative relations”. The graphical representation is very
intuitive: two vertical lines break the arrow that represents the constraint, see
Fig. 2(k)-(l). (k1, l1) not before (k2, l2) specifies that k1 cannot be acquired up to
level l1 before or in the same state when (k2, l2) is acquired. The corresponding
LTL formula is ¬(k1, l1) U ((k2, l2) ∧ ¬(k1, l1)). Notice that this is not obtained
by simply negating the before relation but it is weaker; the negation of before
would impose the acquisition of the concepts specified as consequents (in fact,
the formula would contain a strong until instead of a weak until), the not before
does not. The not immediate before is translated exactly in the same way as the
not before. Indeed, it is a special case because our domain is monotonic, that is
a competency acquired at a certain level cannot be forgotten.

(k1, l1) not implies (k2, l2) expresses that if (k1, l1) is acquired k2 cannot be
acquired at level l2; as an LTL formula: �(k1, l1) ⊃ �¬(k2, l2). Again, we choose
to use a weaker formula than the natural negation of the implication relation
because the simple negation of formulas would impose the presence of certain
concepts. (k1, l1) not immediate implies (k2, l2) imposes that when (k1, l1) holds
in a state, k2 ≥ l2 must be false in the immediately subsequent state. Afterwards,
the proficiency level of k2 does not matter. The corresponding LTL formula
is �(k1, l1) ⊃ (�¬(k2, l2) ∨ �((k1, l1) ∧ ©¬(k2, l2))), that is weaker than the
“classical negation” of the immediate implies.

The last relations are not succession, and not immediate succession. The first
imposes that a certain competence cannot be acquired after another, (either
it was acquired before, or it will never be acquired). As LTL formula, it is
�(k1, l1) ⊃ (�¬(k2, l2)∨ “(k1, l1) not before (k2, l2)”). The second imposes that
if a competence is acquired in a certain state, in the state that follows, another
competence must be false, that is �(k1, l1) ⊃ (�¬(k2, l2)∨ “(k1, l1) not before
(k2, l2)” ∨�((k1, l1) ∧ ©¬(k2, l2))).
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3 Representing Curricula as Activity Diagrams

Let us now consider specific curricula. In the line of [5,3,4], we represent curric-
ula as sequences of courses/resources, taking the abstraction of courses as simple
actions. Any action can be executed given that a set of preconditions holds; by
executing it, a set of post-conditions, the effects, will become true. In our case,
we represent courses as actions for acquiring some concepts (effects) if the user
owns some competences (preconditions). So, a curriculum is seen as a sequence
of actions that causes transitions from the initial set of competences (possibly
empty) of a user up to a final state that will contain all the competences owned
by the user in the end. We assume that concepts can only be added to states and
competence level can only grow by executing the actions of attending courses
(or more in general reading a learning material). The intuition behind this as-
sumption is that no new course erases from the students memory the concepts
acquired in previous courses, thus knowledge grows incrementally. We represent

Fig. 3. Activity diagram representing a set of eight different curricula. Notice that
Logic and Java Programming I can be attended in any order (even in parallel), as
well as Advanced Java Programming and Lab DB, while Introduction to DB will be
considered only if the guard Transaction and Data Recovery is false.

curricula as activity diagrams [1], normally used for representing business pro-
cesses. We decided to do so, because they allow to capture in a natural way the
simple sequencing of courses as well as the possibility of attending courses in
parallel or in possibly conditioned alternatives. An example is reported in Fig. 3.
Besides the initial and the final nodes, the graphical elements used in an ac-
tivity diagram are: activity nodes (rounded rectangle) that represent activities
(attending courses) that occur; flow/edge (arrows) that represent activity flows;
fork (black bar with one incoming edge and several outgoing edges) and join
nodes (black bar with several incoming edges and one outgoing edge) to denote
parallel activities; and decision (diamonds with one incoming edge and several
outgoing edges) and merge nodes (diamonds with several incoming edges and
one outgoing edge) to choose between alternative flows.

In the modeling of learning processes, we use activities to represent attending
courses (or reading learning resources). For example, by fork and join nodes we
represent the fact that two (or more) courses or sub-curricula are not related
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and, it is possible for the student to attend them in parallel. This is the case
of Java Programming I and Logic, as well as Advanced Java Programming and
Lab. of DB showed in Fig. 3. Till all parallel branches have not been attended
successfully, the student cannot attend other courses, even if some of the parallel
branches have been completed. Parallel branches can also be used when we want
to express that the order among courses of different branches does not matter.

Decision and merge nodes can be used to represent alternative paths. The stu-
dent will choose only one of these. Alternative paths can also be conditioned, in
this case a guard, a boolean condition, is added at the beginning of the branch.
Guards should be mutually exclusive. In our domain, the conditions are ex-
pressed in terms of concepts that must hold, otherwise a branch is not accessi-
ble. If no guards are present, the student can choose one (and only one) of the
possible paths. In the example in Fig. 3, the guard consists of two copetences:
Transaction and Data Recovery. If one of these does not hold the student has to
attend the course Introduction to DB, otherwise does not.

4 Verifying Curricula by Means of SPIN Model Checker

In this section we discuss how to validate a curriculum. As explained, three
kinds of verifications have to be performed: (1) verifying that a curriculum does
not have competence gaps, (2) verifying that a curriculum supplies the user’s
learning goals, and (3) verifying that a curriculum satisfies the course design
goals, i.e. the constraints imposed by the curricula model. To do this, we use
model checking techniques [9].

By means of a model checker, it is possible to generate and analyze all the possi-
ble states of a program exhaustively to verify whether no execution path satisfies
a certain property, usually expressed by a temporal logic, such as LTL. When a
model checker refuses the negation of a property, it produces a counterexample
that shows the violation. SPIN, by G. J. Holzmann [16], is the most representa-
tive tool of this kind. Our idea is to translate the activity diagram, that represents
a set of curricula, in a Promela (the language used by SPIN) program, and, then
to verify whether it satisfies the LTL formulas that represents the curricula model.

In the literature, we can find some proposals to translate UML activity dia-
grams into Promela programs, such as [13,14]. However, these proposals have a
different purpose than ours and they cannot be used to perform the translation
that we need to perform the verifications we list above. Generally, their aim is de-
bugging UML designs, by helping UML designers to write sound diagrams. The
translation proposed in the following, instead, aims to simulate, by a Promela
program the acquisition of competencies by attending courses contained into the
curricula represented by an activity diagram.

Given a curriculum as an activity diagram, we represent all the competences in-
volved by its courses as integer variables. In the beginning, only those variables that
represent the initial knowledge owned by the student are set to a value greater than
zero.Courses are represented as actions that canmodify the value of suchvariables.
Since our application domain is monotonic, the value of a variable can only grow.
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The Promela program consists of two main processes: one is called Curricu-
lumVerification and the other UpdateState. While the former contains the actual
translation of the activity diagram and simulates the acquisition of the compe-
tences for all curricula represented by the translated activity diagram, the latter
contains the code for updating the state, i.e. the competences achieved so far,
according to the definition in terms of preconditions and effects of each course.
The processes CurriculumVerification and UpdateState communicate by means
of the channel attend. The notation attend!courseName represents the fact that
the course with name “courseName” is to be attended. On the other hand, the
notation attend?courseName represents the possibility for a process of receiv-
ing a message. For example, the process CurriculumVerification for the activity
diagram of Fig. 3 is defined as follows:

proctype CurriculumVerification()
{ activity_forkjoin_1();

course_java_programming_II();
activity_decisionmerge_1();
course_database_I();
course_database_II();
activity_forkjoin_2();
course_lab_of_web_services();
attend!stop; }

If the simulation of all its possible executions end, then, there are no competence
gaps; attend!stop communicates this fact and starts the verification of user’s
learning goal, that, if passed, ends the process. Each course is represented by
its preconditions and its effects. For example, the course “Laboratory of Web
Services” is as follows:

inline preconditions_course_lab_of_web_services()
{ assert(N_tier_architectures >= 4 && sql >= 2); }
inline effects_course_lab_of_web_services()
{ SetCompetenceState(jsp, 4); [...]

SetCompetenceState(markup_language, 5); }
inline course_lab_of_web_services()
{ attend!lab_of_web_services; }

assert verifies the truth value of its condition, which in our case is the precondi-
tion to the course. If violated, SPIN interrupts its execution and reports about
it. SetCompetenceState increases the level of the passed competence if its current
level is lower than the second parameter. If all the curricula represented by the
translated activity diagram have no competence gaps, no assertion violation will
be detected. Otherwise, a counterexample will be returned that corresponds to
an effective sequence of courses leading to the violation, giving a precise feedback
to the student/teacher/course designer of the submitted set of curricula.

The fork/join nodes are simulated by activating as many parallel processes as
their branches. Each process translates recursively the corresponding sub-activity
diagram. Thus, SPIN simulates and verifies all possible interleavings of the courses
(we can say that the curriculum is only one but it has different executions). The
join nodes are translated by means of the synchronization message done that each
activated process must send to the father process when it finishes its activity:
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proctype activity_joinfork_11()
{ course_java_programming_I(); joinfork_11!done; }
proctype activity_joinfork_12()
{ course_logic(); joinfork_12!done; }
inline activity_joinfork_1()
{ run activity_joinfork_11(); run activity_joinfork_12();

joinfork_11?done; joinfork_12?done; }

Finally, decision and merge nodes are encoded by either conditioned or non-
deterministic if. Each such if statement refers to a set of alternative sub-activity
diagrams (sub-curricula). Only one will be effectively attended but all of them
will be verified:

inline activity_decisionmerge_11()
{ course_introduction_to_database(); }
inline activity_decisionmerge_12() { skip; }
inline activity_decisionmerge_1()
{ if

:: (transaction >= 1 && data_recovery >= 1) ->
activity_decisionmerge_12();

:: else -> activity_decisionmerge_11();
fi }

On the other hand, the process UpdateState, after setting the initial competences,
checks if the preconditions of the courses communicated by CurriculumVerifi-
cation hold in the current state. If a course is applicable it also updates the
state. The test of the preconditions and the update of the state are performed
as an atomic operation. In the end if everything is right it sends a feedback to
CurriculumVerification (feedback!done):

proctype UpdateState() { SetInitialSituation();
do [ ... ]
:: attend?lab_of_web_services -> atomic {

preconditions_course_lab_of_web_services();
effects_course_lab_of_web_services(); }

:: attend?stop -> LearningGoal(); break;
od }

When attend?stop (see above) is received, the check of the user’s learning goal is
performed. This just corresponds to a test on the knowledge in the ending state:

inline LearningGoal()
{ assert(advanced_java_programming>=5 && N_tier_architectures

>= 4 && relational_algebra>=2 && ER_language>=2); }

To check if the curriculum complies to a curricula model, we check if every
possibly sequence of execution of the Promela program satisfies the LTL for-
mulas, now transformed into never claims directly by SPIN. For example, the
curriculum shown in Fig. 3 respects all the constraints imposed by the curricula
model described in Fig. 1, taking into account the description of the courses
supplied at the URL above. The assertion verification takes very few seconds
on an old notebook; the automaton generated from the Promela program on
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that example has more than four-hundred states, indeed, it is very tractable.
Also the verification of the temporal constraints is not hard if we check the con-
straints one at the time. The above example is available for download at the
URL http://www.di.unito.it/~baldoni/DCML/AIIA07.

5 Conclusions

In this paper we have introduced a graphical language to describe curricula mod-
els as temporal constraints posed on the acquisition of competences (supplied by
courses), therefore, taking into account both the concepts supplied/required and
the proficiency level. We have also shown how model checking techniques can be
used to verify that a curriculum complies to a curricula model, and also that a
curriculum both allows the achievement of the user’s learning goals and that it
has no competence gaps. This use of model checking is inspired by [21], where
LTL formulas are used to describe and verify the properties of a composition of
Web Services. Another recent work, though in a different setting, that inspired this
proposal is [20], where medical guidelines, represented by means of the GLARE
graphical language, are translated in a Promela program, whose properties are
verified by using SPIN. Similarly to [20], the use of SPIN, gives an automa-based
semantics to a curriculum (the automaton generated by SPIN from the Promela
program) and gives a declarative, formal, representation of curricula models (the
set of temporal constraints) in terms of a LTL theory that enables other forms
of reasoning. In fact, as for all logical theories, we can use an inference engine to
derive other theorems or to discovery inconsistencies in the theory itself.

The presented proposal is an evolution of earlier works [6,3,5], where we ap-
plied semantic annotations to learning objects, with the aim of building compo-
sitions of new learning objects, based on the user’s learning goals and exploiting
planning techniques. That proposal was based on a different approach that relied
on the experience of the authors in the use of techniques for reasoning about
actions and changes which, however, suffers of the limitations discussed in the
introduction. We are currently working on the automatic translation from a tex-
tual representation of DCML curricula models into the corresponding set of LTL
formulas and from a textual representation of an activity diagram, that describes
a curriculum (comprehensive of the description of all courses involved with their
preconditions and effects), into the corresponding Promela program. We are also
going to realize a graphical tool to define curricula models by means of DCML.
We think to use the Eclipse framework, by IBM, to do this. In [2], we discuss
the integration into the Personal Reader Framework [15] of a web service that
implements an earlier version of the techniques explained here, which does not
include proficiency levels.
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Abstract. Nowadays, industrial maintenance is one of the most important tasks 
in the industry because its cost is too high, usually due to poor maintenance 
decisions. Traditionally, corrective maintenance and preventive maintenance 
are performed, but both of them, the excessive and the lacking maintenance can 
be harmful. In the last years, CBM (Condition Based Maintenance) technology 
or predictive maintenance has appeared in order to establish whether the system 
will fail during some future period and then take actions to avoid consequences. 
This paper shows the e-maintenance platform nicknamed DYNAWeb which is 
part of DYNAMITE project. DYNAWeb develops a CBM system based on 
OSA-CBM standard over MIMOSA comprising broad of capabilities like 
sensing and data acquisition, signal processing, health assessment, prognosis... 
This platform ensures the integration of all the components (software and 
hardware) using different technologies (sensor technologies, wireless 
communication technology…) and providing them with agents and (Semantic) 
Web Services to allow the integration and the reuse among different 
applications. 

Keywords: e-maintenance, CBM, OSA-CBM, MIMOSA, ontology, semantic 
web services, agent. 

1   Introduction 

Nowadays, maintenance is going through major changes. The industry is realising that 
the efficient use of industrial assets is a key issue in supporting our current standard of 
living. In this context, efficiency means producing good quality products without 
interrupting the production for unnecessary breakdowns.  

 
A demand for improvements on system productivity, availability and safety is 

increasing, as well as product quality and customer satisfaction. Taking into account 
the trend for decrease in profit margins, the importance of implementing efficient 
maintenance strategies becomes unquestionable. In this picture the maintenance 
function plays a critical role in a company’s ability to compete on the basis of cost, 
quality and delivery performance and maintenance is taken into account in production 
requirements: [1],[2].  

 



To support this role, the maintenance concept must undergone through several 
major developments involving proactive considerations, which require changes in 
transforming traditional “fail and fix” maintenance practices to “predict and prevent” 
e-maintenance strategies. Such an approach takes into account the potential impact on 
service to customer, product quality and cost reduction [3].  

 
E-Maintenance provides the opportunity for the 3rd generation maintenance and is 

a sub-concept of e-manufacturing and e-business for supporting next generation 
manufacturing practices (NGMS). The success of this NGMS is based on the 
inclusion and application of right support technologies to lower the set up costs as 
well as to facilitate the integration of such technologies with existing material and 
personal resources. As a consequence, one of the main aims of the new EU-funded 
Integrated Project DYNAMITE - Dynamic Decisions in Maintenance, is to bring 
together a series of technologies that can be integrated in a structured way, yet 
flexible enough to allow the selection of a particular subset of the technologies. The 
DYNAWeb concept is then a platform that designs an operational interaction between 
technologies in the framework of a distributed information scenario, where 
technologies of interest may vary from a company to another. 

 
The organisation of this paper is as follows. First, it introduces OSA-CBM 

architecture, a non proprietary standard to standardize a condition based maintenance 
system. Next it is detailed a global view of DYNAWeb, a standardization of a new 
framework to be developed in DYNAMITE (Dynamic Decisions and Maintenance). 
DYNAWeb is based on Semantic Web Services for the e-maintenance, and its 
architecture concerning communication view is presented. Finally, it is included a 
description of main components interacting in DYNAWeb Platform: HMI, agents and 
Web Services, supported by ontologies. 

2   OSA-CBM architecture 

OSA-CBM1 (Open System Architecture for Condition Based Maintenance) is 
designed as an open non-proprietary CBM communications framework to provide a 
functional platform flexible enough to suit a broad range of applications. 
Standardization of a networking protocol within the community of CBM developers 
and users will, ideally, drive CBM suppliers to produce interchangeable hardware and 
software components. 
 

The goal of OSA-CBM is the development of architecture (and data exchange 
conventions) that enables interoperability of CBM components. Specifications are 
written in different languages, such as the Unified Modelling Language and 
correspond to a standard architecture for moving information in a condition-based 
maintenance system for software engineers. The basics of the architecture are 
described according to seven functional layers [4]: 

                                                           
1 http://www.osacbm.org 



 
 

 
Fig.  1: OSA-CBM architecture defined in 7 layers 

 
The implementation of a CBM system usually requires the integration of a variety 

of hardware and software components. Therefore, a complete CBM system may be 
composed of a number of functional layers or capabilities:  

 
Layer 1 – Data Acquisition: it provides the CBM system with digitized sensor or 

transducer data. 
 
Layer 2 – Data Manipulation: it performs signal transformations. 
 
Layer 3 – Condition monitoring: it receives data from sensor modules, compares 

data with expected values or operations limits and generates alerts based on these 
limits. 

 
Layer 4 – Health assessment: it receives data from condition monitoring and 

prescribes if the health in the monitoring component, sub-system or system is 
degraded. Besides, it is able to generate diagnostic (based upon trends in the health 
history, operational status and loading and maintenance history) and propose fault 
possibilities too. 

 



Layer 5 – Prognosis: it plans the health state of equipment into the future or 
estimates the remaining useful life (RUL), taking into account estimates of future 
usage profiles. 

 
Layer 6 – Decision support: it generates recommended actions (related with 

maintenance or how to run the asset until the current mission is completed without 
occurrence of breakdown) and alternatives. It takes into account operational history, 
current and future mission profile, high-level unit objectives and resource constraints.  

 
Layer 7 – Presentation layer: Human System Interface (HSI) is required to provide a 
means of displaying vital information and provide user access to the system. 

3   The DYNAWeb platform 

Nowadays, a more research effort is required to face up to the challenges for modern 
e-maintenance. One focused research direction is offered by the ongoing EU-funded 
Integrated Project DYNAMITE - Dynamic Decisions in Maintenance. The 
partnership is composed by six research institutes in the UK, France, Spain, Sweden 
and Finland, two car manufacturers FIAT and VOLVO, the machine tool 
manufacturer GORATU, the automation and maintenance services provider Zenon, 
and seven SME’s representing related business areas. 

 

 
 

Fig.  2: The European DYAMITE concept for future IT-based maintenance. It aims 
at promoting a major change in the focus of condition based maintenance, essentially 
taking full advantage of recent advanced information technologies related to 
hardware, software and semantic information modelling.  



The main technologies expected to facilitate this upgrade are wireless devices, such 
as smart tags and hand-held computing devices, micro-size MEMS sensors especially 
designed for maintenance purposes, and low-cost on-line lubrication analysis sensors. 
Inside DYNAMITE project, the DYNAWeb platform [8] refers to the ICT 
architecture concerning software web services and communication architecture that 
intends to provide support to the new maintenance concept, related mainly to the 
lower maintenance layer indicated in next figure.  

 
The system architecture has been defined using the standard UML2 (Unified 

modelling language). In particular, use case diagrams (UCDs) have been used to 
describe the system functionality, and the interactions between actors and the required 
functions. 

 

 
 

Fig.  3 : Use case diagram for Data acquisition & manipulation. It covers layers 1 and 2 of 
OSA-CBM standard: Sensor Module, which provides the system with digitized or transducer 
data, and Signal Processing, that receives signals and data from the sensor layer and  the output 
includes digitally filtered sensor data, frequency spectra, virtual sensor signals and other CBM 
features. 

In order to provide the most convenient analysis flow, information processing is 
understood as a distributed and collaborative system, where there are different levels 
of entities can undertake intelligence tasks. The UCD for data acquisition & 

                                                           
2 http://www.uml.org 



manipulation (see Fig.  3 : Use case diagram for Data acquisition & manipulation. It 
covers layers 1 and 2 of OSA-CBM standard) depicts the lower end of the system 
architecture. It corresponds to the machine and identifies sensors and smart tags 
associated to this level of interoperation. It is expected to perform some intelligence 
tasks. Sensors can provide certain degree of reasoning, taking into account the ‘local’ 
scope of this processing. It is also expected that sensors hold temporal information 
concerning current condition values, with little or no historical information attached. 
On the other hand, it is argued that PDAs can hold temporal information concerning 
operator activities and input values, and that the Conditional Maintenance Operational 
System (CMOpS) will hold historical records on selected condition information. 
 

Smart PDAs will provide higher communication interfaces with sensors, 
intermediate processing capabilities and a smart end for human interface to remote 
web services centres that will compose a distributed web platform system at the 
higher end of the processing hierarchy [5]. Finally, wireless data transmission 
between sensor devices and information processing layers will be implemented.  
 

Another UCD has been defined for Operation, Evaluation and execution of Tasks 
(see Fig.  4: Use case diagram for Operation, Evaluation and Execution. It covers 3 
layers of OSA-CBM standard: Condition Monitoring, health assessment and 
Prognostics. The diagram sets the relationships among actors and expected 
functionality.). The specification of this UCD includes 3 layers or modules of OSA-
CBM standard [4]: 

• Condition monitoring: The condition monitor receives data from the sensor 
modules, the signal processing modules and other condition monitors. Its 
primary focus is to compare data with expected values. The condition 
monitor should also be able to generate alerts based on preset operational 
limits.  

• Health Assessment: it receives data from different condition monitors or 
from heath assessment modules. The primary focus of the health assessment 
module is to prescribe if the health in the monitored component, sub-system 
or system has degraded. The health assessment layer should be able to 
generate diagnosis records and propose fault possibilities. The diagnosis 
should be based upon trends in the health history, operational status and 
loading and maintenance history. 

• Prognostics: this module should have the possibility to take account data 
from all the prior layers. The primary focus of the prognostic module is to 
calculate the future health of an asset, with account taken to the future usage 
profiles. The module should report the failure health status of a specified 
time or the remaining useful life (RUL) 

 
Another important operation is “Schedule work orders”. CMMS schedules work 

orders based on component predictions. After that it has to distribute work orders to 
different operators (PDAs). PDA need read the smart tags to know component 
environment. 

 
 



 
Fig.  4: Use case diagram for Operation, Evaluation and Execution. It covers 3 layers of OSA-
CBM standard: Condition Monitoring, health assessment and Prognostics. The diagram sets the 
relationships among actors and expected functionality. 

4 Ontology 

The real challenge is to match the semantic web concept to the maintenance function. 
In this way, information used over internet must be specified in ontologies. The 



ontology represents the knowledge in internet [6], defining in a formal way the 
concepts of the different domains and relationships, with ability to perform reasoning 
over this knowledge. The definition of this ontologies has been performed starting 
from the standard CRIS (Common Relational Information Schema) defined by 
MIMOSA3 (Machinery Information Management Open System Alliance). 

 
CRIS represents a static view of the data produced by a CBM system, where every 

OSA-CBM layer has been associated to an ontology [7]. OSA-CBM was developed 
around MIMOSA CRIS (Common Relational Information Schema) that provides 
coverage of the information (data) that will be managed within a condition based 
maintenance system. It defines a relational database schema with about 200 of tables 
approximately for machinery maintenance information. In short, CRIS is the core of 
MIMOSA which aim is the development and publication of open conventions for 
information exchange between plant and machinery maintenance information system. 

 
In this sense DYNAMITE investigate the way to improve these ontologies defined 

in XML language to other richer semantic ontology languages as RDF or OWL. 

5   Semantic web services 

Web services4 are a well known technology and widely extended which is becoming 
to be used in industrial environments. They provide interoperability between 
independent software applications over internet by means of SOAP protocol which 
enables the communication. 

 
With regard to the usage of these web services, there are defined three main 

elements which take part in the communication: 
• HMI’s actor, that is, the CMOpS, PDA or other software allocated at plant 

level which interacts with operators or management staff and need the 
performance of a web service. 

• Agent for communicating with DYNAWeb web services.  Agent is able to 
get needed data from other sources, translating it into the ontology language. 
In this way, Agent acts as an interface between HMI and Web service.  

• Web service, performing the requested service, supported by ontologies. 
 
A basic web service for the different OSA-CBM levels is being developed, to 

demonstrate feasibility, including several implementations for different components 
and information coming from different sensor technologies. It is also designed a 
group of several agents an HMI ‘patches’ or ‘add-ins’ to show feasibility of 
communications and interfacing with legacy systems already in companies. 

 

                                                           
3 http://www.mimosa.org 
4 http://en.wikipedia.org/wiki/Web_services 



6   Distributed Agents 

Associated to the actors, there are agents which perform the operations related to the 
communications with the semantic web services, supported by ontologies. According 
to this, the main functionalities of the agent in DYNAWeb are: 

• Collect data from different distributed databases in the plant. 
• Translate data to Ontology language (XML, RDF, OWL) 
• Request an operation to a web service, sending the data needed. 
• Translate results from ontology language to normal data. 
• Store data results  into the appropriate databases 
• Communication with other agents  

 

 
 

Fig.  5: Main components in DYNAWeb: HMIs, Agents and Web Services.  

In this sense, the agent acts as a link between HMI of different software installed 
on the plant or management offices and the semantic web services supported by 
ontologies. In conclusion, the agent would be associated to a specific actor (PDA, 
CMOpS, CMMS) inside the plant, whereas the web services would be as generic as 
possible, covering a functionality for a wide range of different companies. 

7   Conclusions 

This paper has show the DYNAWeb platform refers to the ICT architecture 
concerning software web services and communication architecture that intends to 
provide support to the new maintenance concept, in DYNAMITE project. The aim is 
to be able to extend the use of a selected set of rising technologies within the area of 
maintenance activities. This effort is performed within a flexible architecture concept 
to provide flexible data and information management, where core concepts such as e-
maintenance and OSA-CBM architecture are followed. Web services provide generic 
functionalities supported by ontologies. At client side, the agents act as links among 
actors and the semantic web services. 
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Semantic Web Services for advanced maintenance strategies 
 
Authors: S. Ferreiro, E. Gilabert, A. Arnaiz  
 
Abstract: 
 
Nowadays industrial maintenance activity is mainly driven by traditional corrective strategies, 
combined with preventive time-based. Moreover, the cost of industries maintenance is too high 
and about 20% of this cost is wasted because of a poor maintenance.   
 
During the last decades ‘Condition Based Maintenance (CBM)’ strategy has appeared with the 
purpose to eliminate breakdowns and adjust better the maintenance intervals. Its 
standardization ‘Open System Architecture for Condition Based Maintenance (OSA-CBM)’ 
divides a CBM system in seven different layers in order to facilitate the integration and 
interoperability between CBM components.  
 
This paper presents the development of a (Semantic) Web Services platform which provides 
several intelligent processing capabilities to carry out some tasks. This platform is being 
developed according to OSA-CBM standard using an XML based implementation, from 
Condition Monitoring to Prognosis, and according to MIMOSA CRIS specification that provides 
broad coverage of the data types for machinery maintenance managed within CBM. Moreover, 
this software platform has a flexible communication infrastructure, where a generic wireless 
device is being also developed between sensors and some company areas where other 
communication options are not available. 
 
Finally, based on this architecture, a small research about several existing possibilities is 
presented in order to add more semantics to these Web Services in the future. 
   
This development nicknamed DYNAWeb Core, is still ongoing and it forms part of DYNAMITE 
project. 
 
Keywords: E-maintenance, Semantic Web, Web Services, CBM, OSA-CBM, MIMOSA CRIS, 
UML, ontology, XML, RDF, OWL. 
 
1. Introduction 
 
Today maintenance is going through major changes. The industry and also the public are 
realising that the efficient use of industrial assets is a key issue in supporting our current 
standard of living. In this context, efficiency means producing good quality products without 
interrupting the production for unnecessary breakdowns.  
 
There is a growing demand for improvements on system productivity, availability and safety, 
product quality and customer satisfaction In this setting the maintenance function becomes a 
critical task in a company’s ability to compete on the basis of cost, quality and delivery 
performance (Al-Najjar and Alsyouf 2003). To support this task, the maintenance concept must 
undergone through several major developments involving proactive considerations, which 
require changes in transforming traditional “fail and fix” maintenance practices to “predict and 
prevent” e-maintenance strategies (Iung and Crespo 2006). Such an approach takes into 
account the potential impact on service to customer, product quality and cost reduction (Lee 
2004). The key advantage is that maintenance is performed only when a certain level of 
equipment deterioration occurs rather than after a specified period of time or usage. In other 
words, there is a shift away from current mean-time-between failure (MTBF) practices to mean-
time-between-degradation (MTBD) technologies.  
 
E-Maintenance provides the opportunity for the 3rd generation maintenance and is a sub-
concept of e-manufacturing and e-business for supporting next generation manufacturing 
practices. The success of this 3rd generation maintenance in a wide range of companies with 
non-critical machinery is based on the inclusion and application of right support technologies to 
lower the set up costs as well as to facilitate the integration of such technologies with existing 
material and personal resources. As a consequence, one of the main aims of the new EU-
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funded Integrated Project DYNAMITE - Dynamic Decisions in Maintenance, is to bring together 
a series of technologies that can be integrated in a structured way, yet flexible enough to allow 
the selection of a particular subset of the technologies. The design of such a flexible structure is 
supported on the assumption of numerous companies that can benefit from a subset of the 
technologies addressed in the project, providing customised plug and play to the desired 
upgrades with respect to each company’s existing maintenance activities. A key point included 
in this article indicates software must also participate on this plug-and-play idea. In order to 
achieve this, a web services system is deployed, based on current standards that implement 
intelligent services, ready to be accessible at different company levels, and ready to be 
extended semantically. 
 
The organisation of this paper is as follows. First, it introduces to a global view of DYNAMITE 
(Dynamic Decisions and Maintenance) project to develop a standardization of a new framework 
based on Semantic Web for the e-maintenance and its architecture concerning communication 
view. Next it is detailed OSA-CBM architecture, a non proprietary standard to standardize a 
condition based maintenance system and a description of the Web Services concerning the 
overall platform. After that, a description of Web Services implementation follows, with an 
example of a (Condition Monitoring) Web Service implementation. Finally, it is included an 
overview on the possibilities to extend the semantic of the DYNAWeb Web Services. 
 
 
2. The dynamite approach 
 
As indicated in the introduction, more research effort is required to face up to the challenges for 
modern e-maintenance. One focused research direction is offered by the ongoing EU-funded 
Integrated Project DYNAMITE - Dynamic Decisions in Maintenance. It includes six research 
institutes in the UK, France, Spain, Sweden and Finland, two car manufacturers FIAT and 
VOLVO, the machine tool manufacturer GORATU, the automation and maintenance services 
provider Zenon, and seven SME’s representing related business areas. 
 
The DYNAMITE vision (Figure 1) aims at promoting a major change in the focus of condition 
based maintenance, essentially taking full advantage of recent advanced information 
technologies related to hardware, software and semantic information modelling. Special 
attention is also given to the identification of cost-effectiveness related to the upgraded CBM 
strategies, as well as to the inclusion of innovative technologies within CBM. It is expected that 
the combination of the use of new technologies with a clear indication of cost-benefit trade-off 
will facilitate the upgrade into CBM, in many cases where non-critical machinery exists, and 
especially for the vast majority of SME companies that feel the distance between planned 
maintenance and condition based is too wide. 
 

 
Figure 1: The European DYNAMITE concept for future IT-based maintenance. 
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The main technologies expected to facilitate this upgrade are wireless devices, such as smart 
tags and hand-held computing devices, micro-size MEMS sensors especially designed for 
maintenance purposes, and low-cost on-line lubrication analysis sensors. On the other hand, 
adequate information processing tools should take care of the continuous data flow and suggest 
appropriate actions to the operators.  
 
In order to provide the most convenient analysis flow, information processing is understood as a 
distributed and collaborative system, where three different levels of entities can undertake 
intelligence tasks. At the lower end, sensors can provide certain degree of reasoning, taking into 
account the ‘local’ scope of this processing. At a medium level, smart PDAs (mobile agents) will 
provide higher communication interfaces with sensors, intermediate processing capabilities and 
a smart end for human interface to remote web services centres that will compose a distributed 
web platform system at the higher end of the processing hierarchy (Arnaiz et al, 2006). Finally, 
wireless data transmission between sensor devices and information processing layers will be 
implemented.  
 
 
3. DYNAWEB platform  
 
DYNAWeb refers to the ICT architecture concerning software web services and communication 
architecture that intends to provide support to the new maintenance concept, related mainly to 
the lower maintenance layer indicated in next figure.  
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Figure 2: DYNAWeb platform 

 
This figure specifies DYNAMITE architecture concerning communication view in the form of a 
graphical layout of the main actors (web services, PDAs, sensors) and expected communication 
channels between the actors. 
 
The graphical layout indicates typical communication architecture with respect to a company 
where information and actors are distributed. This communication view identifies the existence 
of three layers (squared blue) of interaction of actors with respect to the company.  
• First level corresponds to the machine and identifies sensors and smart tags as associated 

to this level of interoperation. It is also expected that sensors hold temporal information 
concerning current condition values, with little or no historical information attached. 

• Second level corresponds to the production shop floor and identifies two main actors: The 
PDA and the Computer and maintenance Operational support. It is argued that these two 



 4

PDAs can hold temporal information concerning operator activities and input values, and 
that CMOpS will hold historical records on selected condition information. 

• Third level corresponds to headquarters and management staff, where both tactical and 
strategic decisions are made. CMMS as well as Maintenance expert agents are located at 
this level, together with information concerning scheduled operations and maintenance 
strategies. 

 
 
4. OSA_CBM architecture 
 
The implementation of a CBM system usually requires the integration of a variety of hardware 
and software components. Therefore, a complete CBM system may be composed of a number 
of functional blocks or capabilities: sensing and data acquisition, data manipulation, condition 
monitoring, health assessment/diagnostics, prognostics, and decision reasoning. In addition, 
some form of a Human System Interface (HSI) is required to provide a means of displaying vital 
information and provide user access to the system. Thus, there is a broad range of system level 
requirements that include: communication and integration with legacy systems, protection of 
proprietary data and algorithms, need for upgradeability, and reduction of engineering design 
time and costs. 
 
With these requirements in mind, OSA-CBM1 (Open System Architecture for Condition Based 
Maintenance) is designed as an open non-proprietary CBM communications framework to 
provide a functional platform flexible enough to suit a broad range of applications. 
Standardization of a networking protocol within the community of CBM developers and users 
will, ideally, drive CBM suppliers to produce interchangeable hardware and software 
components.  
 
The goal of OSA-CBM is the development of architecture (and data exchange conventions) that 
enables interoperability of CBM components. This primer is intended to cross the gap between 
computer scientists and program managers and systems integrators. The basis of the 
architecture is described according to seven functional layers (Bengtsson 2003): 
 
Layer 1 – Data Acquisition: it provides the CBM system with digitized sensor or transducer data. 
 
Layer 2 – Data Manipulation: it performs signal transformations. 
 
Layer 3 – Condition monitoring: it receives data from sensor modules, compares data with 
expected values or operation limits and generates alerts based on these limits. 
 
Layer 4 – Health assessment: it receives data from condition monitoring and prescribes if the 
health in the monitoring component, sub-system or system is degraded. Besides, it is able to 
generate diagnostic (based upon trends in the health history, operational status and loading and 
maintenance history) and propose fault possibilities too. 
 
Layer 5 – Prognosis: it plans the health state of equipment into the future or estimates the 
remaining useful life (RUL), taking into account estimates of future usage profiles. 
 
Layer 6 – Decision support: it generates recommended actions (related with maintenance or 
how to run the asset until the current mission is completed without occurrence of breakdown) 
and alternatives. It takes into account operational history, current and future mission profile, 
high-level unit objectives and resource constraints.  
 
Layer 7 – Presentation layer 

                                                 
1 http://www.osacbm.org 
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Figure 3: OSA/CBM Architecture (Lebold et. al.) 

 
 
5. DYNAWeb (Semantic Web) Services  
 
DYNAWeb (Semantic Web) Services are the core software modules which support the e-
maintenance platform and provide a services oriented functionality for the Semantic Web. The 
description of these services goes far beyond the idea of an interface since we may find internal 
reasoning, state handling and many other elements.  
 
The set of DYNAWeb Web Services has been divided into different groups of Web Services 
depending on associated OSA-CBM layer, so it has defined three types of different Web 
Services (condition monitoring, diagnosis and prognosis). All of these Web Services could be 
invoked by PDAs or CMOpS. 
 
The condition monitoring will perform in sensors and PDAs but Web Services have been 
designed to provide this service in case not having information. So, PDA or CMOpS could 
request the Web Service and depending on data received by this, it could be performed four 
different functions related to condition monitoring: 
 

- Absolute: this function retrieves alerts depending on fixed limits. The limits define 
subsets which belong to specific alert regions.  

- Relative: this function issued alerts by means of the deviations between the measured 
current values and a reference values. Depending on the variation, it is issued an alert 
with a specific severity. 

- Two Dimensions: the limits which define the alert regions depend on another 
parameter.  

- Dynamic Limits: this function calculates the mean and standard deviation of historic 
values within it is possible to define the interval of confidence. 

 
The Web Services for diagnosis assess the health of the component. There are five different 
services for diagnosis: 
 

- Spindle Diagnosis: this function applies Bayesian Network to retrieve a list of failures 
with probabilities associated using vibration information. 

- Hydraulic System: this function uses CLIPS expert system to retrieve diagnosis status 
by means of oil information. 

- Cogenerator Diagnosis: this function uses means of vibration, oil and efficiency 
parameters within FMECA and retrieves diagnosis status. 

- Reciprocating Engine Diagnosis: this function retrieves diagnosis status using CLIPS 
expert system within means of vibration and oil information. 
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- Reliability Diagnosis: this function is able to perform a diagnosis by means of FTA (Fault 
tree Analysis) information of the component. 

 
Finally, prognosis Web Services implements functionality to compute the remaining useful life of 
the component submitted to a degradation mode. The design of these Web Services is focused 
on two specific cases of prognosis based on: 
 

- Reliability: this function uses a degradation model based on reliability-  
- Condition monitoring: this function applies a data modelling approach (trend analysis, 

pattern recognition, etc) 
 
The following section supplies a simplified example of a Condition Monitoring Web Service. 
 
 
6. MIMOSA bases 
 
OSA-CBM was developed around MIMOSA CRIS (Common Relational Information Schema) 
that provides coverage of the information (data) that will be managed within a condition based 
maintenance system (see Figure 3).  
 
CRIS represents a static view of the data produced by a CBM system, that is, it defines a 
relational database schema with about 200 of tables approximately for machinery maintenance 
information. Moreover, it provides broad coverage of the type of data need to be managed 
within CBM domain like (description of the configuration of the system being monitored, list of 
specific assets being tracked, characteristics of monitoring components, description of failure 
mode effects, alarm limits… etc).  
 
In short, CRIS is the core of MIMOSA (Machinery Information Management Open System 
Alliance) which aim is the development and publication of open conventions for information 
exchange between plant and machinery maintenance information system. 
 
DYNAWeb platform uses a set of MIMOSA tables to modelling OSA-CBM architecture like 
AlertRegion (that defines the conditions under which an alert is produced), NumAlert (the alert 
which is produced in response to an alert region), AlertSeverity (the alert severity defined in a 
scale from 0 to 10 with 0 being to information level and 10 being maximum severity), AlertType 
(the type of alert), Asset (the actual piece of machinery)… etc.  
 
For moving this information in a condition-based maintenance system for software engineers, 
the specifications for each layer are written in Unified Modelling Language as shown in the next 
figure that designs the DYNAWeb Condition Monitoring layer. 
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Figure 4: UML Condition monitoring layer 
 
The following section supplies a simplified example of a Web Service. 
 
 
7. An example of interaction (Condition Monitoring)  
 
All the data necessary to carry out Condition Monitoring Web Service is represented in the UML 
model for condition monitoring shown in the Figure 4. For an easier implementation this model 
is divided in two different models, the first one represents the configuration and the input data 
for the Web Service and the second one the output data based on a group of alerts generated. 
 
As mentioned earlier, UML data model which provide abstract specifications is defined for each 
OSA-CBM layer, but it is necessary to convert these specifications to other middleware 
language for a software implementation. 
 
DYNAWeb Web Services provide a development of OSA-CBM system based on XML 
technology using SOAP as communication protocol.  
 
These XML schemas describe the structure of the information and they are used to test the 
validity and to process the data, at the Web Service when it receives a request and at the client 
when it receives the response from the Web Service.  This is an important aspect because the 
Web Services are receiving and sending information to and from many sources and they should 
not process invalid data. 
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Figure 5: DYNAWeb condition monitoring layer 
 

 
After PDA or CMOpS invokes the Web Service sending all information available with current 
measure, historic data, derived data, limits values, component information, etc, the Web Service 
receives data, validates it with the XML schema. Depending on information it calls the 
appropriate function and gives back alerts in case of being necessary (see next figure). If it does 
not provide any alert, it can also request information concerning the specifics of the component 
(such as component type) and then look up for information concerning these specifics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: CM_alerts.xml 
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8. Conclusions and further research 
 
The development of intelligent web services within an e-maintenance architecture has been 
outlined, and a small example concerning the web service for condition monitoring task 
automation has been shown. This is the first part of a series of intelligent web services to be 
developed next 12 months that will complete a skeleton of intelligent add-ins for extended 
maintenance operations 
 
Even tough current services are based on standards (especially OSA-CBM and MIMOSA), final 
objective is attempting to create a subset of the XML ontology in richer semantic languages 
(RDF and OWL).  
 

 
Figure 7: Extended Architecture view 

 
Unfortunately, .NET framework (the compulsory framework within DYNAMITE project) only 
supports RDF management with an extended set of compatible libraries, and nothing 
concerning OWL up to now, so a semantic knowledge inference could only be integrated as part 
of DYNAWeb system using this language. Therefore, the final purpose is to introduce some 
functionality concerning semantic web services (diagnosis and/or prognosis) using RDF. 
 
 

 .Net Java 
RDF API SemWeb, Drive, VicSoft.Rdf parser Jena 

OWL API -- Jena 

REASONER -- Racer, Fact, Fact ++, Pellet, 

 

Table 1. Available options for semantic development. 
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