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1 Introduction

The question of combining different knowledge-repres@maformalisms is recently gaining increasing
interest in the context of the Semantic-Web initiative. Whhe W3C recommendation of the OWL Web
ontology language [DSD4] has been around for over two yadtention is now shifting towards defining a
rule language for the Semantic Web which integrates with O®fbm a formal point of view, OWL (DL)
can be seen as a syntactic variant of an expressive desaripgiic [BCM™03], viz. SHOZN (D) [HPS03],
which is a decidable subset of classical first-order logicthls sense, OWL follows the tradition of earlier
classical ontology languages such as KIF IGF92] or, moreniyg the ISO Common Logi¢ [DelD6] effd.

Declarative rule languages, on the contrary, are usuakgdan logic-programming methods, adopt-
ing a non-classical semantics via minimal Herbrand modaldditionally, such languages often include
extensions with nonmonotonic negation [GRIS91, GL88]. Tranndifferences between classical logic
and rule-based languages are assumptions concerning arvepa closed domain and non-uniqueness
vs. uniqueness of names. Combinations of ontologies, ai generally, first-order (FO) theories, and rule
bases need to take these differences into account.

There have recently been several proposals for integratief classical ontologies (FO theories) and
rule bases (e.gl IRos0%a, Ros06, ELST04, HPGBIMSS04]). Each of these approaches overcomes the
differences between the paradigms in a different way, oftghout making the underlying assumptions of
the semantics of the combination explicit.

In this paper, we study general representational issues \whaling with a combination of classical
theories and rule-based languages. In particular, we fgpgciumber of formal principles such a combi-
nation must obey, taking the fundamental differences betvike classical semantics and the semantics of
rule-based languages into account, as well as the diffieds of interaction between them. Furthermore,
we propose a number of generic settings for such a combmaiibich help clarify and classify possible
approaches. As formal languages underlying the classicaponent (ontology) and the rules component of
a combined knowledge base we consider here classical faet-togic with equality and disjunctive logic
programs under the stable-model semanlics [GL88, GL9%pewtively.

We stress that we do not considedttension®f a classical formalism with nonmonotonic features such
as default logic[[Rei87], autoepistemic logic [IMo®85], arcamscription [McC86[ Lif94a], but start our
observations based on existing approaches wbichbine standard semantiésr the ontology and rules
components.

2 Preliminaries

We start with a brief review of the basic elements of clagdicst-order logic with equality and disjunctive
logic programs under the stable-model semantics. As weseg#l in the next section, both formalisms
generalize those considered in the major approaches toigimmghbules and ontologies.

2.1 First-Order Logic

A first-order languagé consists of all formulas over a signatdte= (F, P), whereF andP are countable
sets offunctionandpredicate symboJgespectively, and a countably infinite 3&of variable symbolsEach
f € F and eaclp € P has an associategtity n > 0; 0-ary function symbols are also callednstants

1Although Common Logic is syntactically of higher-order éypnost part of it is actually first-order.
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Termsof £ are either constants, variables, or constructed termsrof fdt,, ..,¢,), wheref is ann-ary
function symbol and;, ..., t,, are terms. Aratomic formulais either a predicatg(t, ..., t, ), with p being
an n-ary predicate symbol, of; = to, wherety, ..., t, are terms inl. Variable-free terms (or atomic
formulas) are calledround A ground term is also referred to asiame

Complex formulas are constructed in the usual way usingdheectives-, A, Vv, andD, the quantifiers
3 andV and the auxiliary symbols(* and “).” A variable occurrence is callefleeif it does not occur in
the scope of a quantifier. A formula @penif it has free variablesglosedotherwise. Closed formulas are
also calledsentencesf £. By V¢ andd¢ we denote the universal and existential closure of a formula
respectively.

An interpretationof a languageC is a tupleZ = (U, -1), whereU is a nonempty set (callegbmair) and
I'is a mapping which assigns a functigh : U™ — U to everyn-ary function symbolf € F and a relation
p! C U™ to everyn-ary predicate symbal € P.

A variable assignmenB for an interpretatiorf is a mapping which assigns an elemefite U to every
variablez € V. A variable assignmenB’ is anz-variant of B if yZ = 45’ for every variabley € V such
thaty # x. A variable substitutions is a set of form{xz, /¢y, ..., 1 /tr }, Wherezy, ..., z; € V are distinct
variables andy, ..., t;, are names of. A variable substition isotal if it containsx /n for every variabler €
VA Given a variable assignmefi and substitution3, if 3 = {z/t | x € V,tT = 2B, for some name},
theng is associated withB.

Theapplication of a variable substitutio to some term, formula, or theory is defined as follows: for
a variablex, =5 = t, if § contains some:/t, andx(3 = z otherwise; for a formula)(x1, ..., x, ), where
x1,..., T, are the free variables a@f, ¢(z1,...,2,)0 = ¢(z10,...,x,0); for a set® = {¢y,...,¢,} of
formulas,®5 = {410, ..., on 5}

Note that each assignment may have, depending on the iet&tipn, several associated variable sub-
stitutions.

Example 1. Consider a language with constantsF = {a, b, c}, and an interpretatior = (U, -/) with
U = {k,I,m} and such that! = k, b’ = I, andc! = [. The variable assignmer? is defined as
follows: 2P =k, y® = [, andz® = m. B has two associated variable substitutiops,= {z/a,y/b} and
B2 = {z/a,y/c}, but no total associated variable substitution simeés an unnamed individual. O

Given an interpretatiof = (U, -!), a variable assignmen, and a term of £, t/:F is defined as
follows: 2B = 2B, for a variablez, andt!-B = fI(t17 . th?), fort = f(t1,...,t,). An individual
k € U which is represented by at least one nanrethe language, i.e., such thdt= %, is called anamed
individual, otherwiseunnamed

An interpretationZ = (U, -!) satisfiesan atomic formula(t1, ..., ¢,,) relativeto a variable assignment
B, denotedr, B = p(ty,...,t,), if (t1°7, .. th") € p!. FurthermoreZ, B |= t; = t, iff t"% = tF. This
is extended to arbitrary formulas as usual. In particul@&have that, B |= Vz ¢, (resp..Z, B = Jz¢,) iff
for every (resp., for some®’ which is anz-variant of B, Z, B’ = ¢; holds.

An interpretationZ is amodelof ¢, denotedZ = ¢, if Z, B = ¢, for every variable assignme#t. This
definition is straighforwardly extended to the case of firster theories. Given a theoflyand a formulap
over L, ® entails¢, denotedd = ¢, iff, for all interpretationsZ in £ such thatZ = ®,7 = ¢ holds.

2Note that our notion of a variable substitution is slightiffetent from the usual one, since we only allow substitatiaf
variables withhamegather than with arbitrary terms.
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2.2 Logic Programs

A disjunctive logic progranP consists of rules of form
hi| ...l h < b1, ..., by, not by41, ... not by,

wherehy, ..., h;, b1, ..., b, are atomic formulas.H(r) = {hy,...,y} is the set ofhead atomof r,
Bt(r) = {b1,...,b,,} is the set ofpositive body atomsf r, and B~ (r) = {bm+1,..-,bn} is the set of
negative body atomsf r. If [ = 1, thenr is anormal rule If every rule inr € P is normal, thenP is
normal. If B~ (r) = (), thenr is positive If every ruler € P is positive, thenP is positive.

Let X p denote a first-order signature which is a superset of thdibmgredicate, and variable symbols
which occur inP and let£ p denote the first-order language based®n TheHerbrand universd/y of
Lp is the set of all ground terms ov&rp. TheHerbrand baseBy of Lp is the set of all atomic formulas
which can be formed using the predicate symbolX pfand the terms i/y. A Herbrand interpretation\/
is a subset oBy. With a little abuse of notation, we can vieW equivalently as a first-order interpretation
(Ug,-1), where-! is such that(ty,....t,) € p! iff p(ty,....t,) € M, for ann-ary predicate symbagb
and ground terms,, ..., t,,. Depending on the context, we vieW either as a set of atoms dfp or as a
first-order interpretation of p.

The groundingof a logic programP, denotedyr(P), is the union of all possible ground instantiations
of P, obtained by replacing each variableriwith a term inUy, for each rule- € P.

Let P be a positive logic program. A Herbrand interpretatignof P is amodelof P if, for every rule
r € gr(P), BY(r) C M impliesH(r) N M # (. A Herbrand modelM of a logic programP is minimal
iff for every model M’ such thatM’ C M, M’ = M. Every positive normal logic program has a single
minimal Herbrand model, which is the intersection of all bfand models.

Following Gelfond and LifschitZ [GL88], theeductof a logic programP with respect to an interpreta-
tion M, denotedP?, is obtained fronyr(P) by deleting (i) each rule with a literalot b in its body with
b € M, and (ii) all negative body literals in the remaining rulésA/ is a minimal Herbrand model of the
reductP, thenM is astable modebf P.

Example 2. Consider the following progran®:
pla);  p(b); q(X)|r(X) — p(X),not s(X),

together with the interpretatiods; = {p(a),p(b),q(a),r(a)}. The reductPM = {p(a);p(b);q(a) |
r(a) < p(a),not s(a); q(b) | r(b) < p(b),not s(b)} has the minimal modé\/,, thus); is a stable model
of P. The other stable models &fare My = {p(a), p(b), q(a), r(b)}, M5 = {p(a), p(b), q(b), r(a)}, and
My = {p(a), p(b), q(b)7 T(b)} =

A disjunctive logic programP is consistenif it has a stable model. Furthermorg,cautiously entails
a ground atomic formula if o € M for every stable model/ of P. As well, P bravely entailsa ground
atomic formulacx if o € M for some stable modélf of P.

The stable-model semantids_[GI.88], also referred to asatisver-set semanticsoincides with the
minimal Herbrand-model semanti¢s [LIa87] for positive grams, with the perfect-model semantics [P(z89],
the well-founded semantics [GRS91] for locally stratifiedgrams, and with the well-founded semantics
in case the well-founded model is total [GL.88, GRIS91].
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3 Current Approachesfor Combining K nowledge Bases

We are concerned in this paper with knowledge bases whiclbicentlassical first-order logic and rules. A
combined knowledge bageB = (®, P) consists of

o afirst-order theory (thelassical componehtd, which is a set of formulas in some first-order language
L with signatureX4, and

e a disjunctive logic program (theiles componentP with signatureX p.

The combined signature &3, denoted® x5, is the union o4 andX p.

Several kinds of interactions between FO theories (or ogtek) and rules require a separation between
predicates “belonging to” the FO theory component and pegds “belonging to” the rules component. We
refer to predicate symbols g asclassical predicatesnd predicates il p asrules predicates Unless
mentioned otherwise, the sets of classical and rules @tdi@re assumed to be disjoiftassical atoms
are atomic formulas with a classical predicate amds atomsare atomic formulas with a rules predicate.
All of the approaches mentioned in this paper allow classicedicates to occur in logic programs, but do
not allow rules predicates to occur in the FO theory.

In the remainder of this section we give a short survey of tbstrprominent approaches to combining
FO theories and rules.

SWRL and Subsets SWRL [HPSO04] is an extension of OWL DL, which correspondshie description
logic SHOZN (D), with function-free Horn-like ruled.SWRL allows conjunctions of atomic concepts and
roles (unary and binary predicates), as well complex cangegcriptions in the heads and bodies of rules.
We assume here that rules in a SWRL knowledge base are pdditin formulas. This is no real limitation,
since complex concept descriptions may be replaced withauwepts which are defined equivalently to
the complex descriptions in the FO theory, and rules withrgurtion of atoms in the head may be split
into several rules.

A SWRL knowledge bas&B = (®, P) can be seen as consisting of an FO thebrfa SHOZN (D)
ontology), and a rules componeft which in turn consists of a set of positive, normal rules reh&toms
may be either unary, binary or (in)equality predicates. AteripretationZ satisfieskCB iff Z = & U P,
where|= is the classical first-order satisfaction relation. Theotogy and the rules are thus interpreted as a
single first-order theory.

Notice that SWRL does not distinguish between descriptigyicl (DL) predicates and rule predicates.
There is full interaction between the DL component and tiesraomponent. As was shown in the seminal
work about CARIN[[LR98], an unlimited interaction betweenrA rules and DLs leads to undecidability of
key inference tasks, which also holds for the restrictecthfof rules allowed in SWRL. In order to recover
decidability, one could either reduce the expressivenésiseoDL or of the rules component (cf._[ETI04]
for a short survey on a number of restrictions which recoesidhbility; these restrictions reach from only
allowing the expressive intersection of DLs and Horn ru@sl¥DO04J] to leaving full syntactic freedom for
the DL, but restricting Horn rules to so-call&l_-safe rulegMSS04] or tree-shaped rules [HNVI05]).

A drawback of SWRL from a representational point-of-vievihat it does not allow the integration of
nonmonotonic logic programs with ontologies. The appreaaientioned in the remainder of this section
do allow the consideration of honmonotonic rules in a combiknowledge base.

3SWRL allows classical negation through the OWL DL axiomd,fmt in rules.
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DL+log and itspredecessors . AL-log [DLNS9E] is an approach to integrating the descriptiondadiCC
with positive (non-disjunctive) datalog. This approachsvextended to the case of disjunctive datalog
with negation under the stable-model semantic$ in [Ros@8]farther generalized to the case of arbitrary
classical ontology languages in_[RosD5a]. The latest ssoten this chain i L+log, which allows a
tighter integration of rules and ontologies than the eadjgproaches. In this short survey, we will restrict
ourselves t@L+]og.

The integration of rules and ontologies ireC+log knowledge bas&B = (P, P) roughly works as
follows. The classical predicates are interpreted in as@takinterpretatiorY. The reduct of the programR
with respect tdZ “evaluates” all classical atoms according to their truthuganZ. The resulting program,
denotedPz, does not contain any classical predicates. This prograswakiated using the stable-model
semantics as usual. For each model of the classical compdhere may be zero, one, or multiple stable
modelsM of the rules component. Models of the combined knowledge K#%sare then of the forrid U M
for each model of & and stable modelZ. One consequence of this definition is that if there is nolstab
model M for Z, then there is no combined model M. In this way, the logic program can restrict the set
of classical models, which is a form of interaction from th&es to the FO theory.

A ground atom is a consequence of the combined knowledgeafbdse true in every combined model.

In order to use the standard definitions of stable modelstiog imposes the standard-names assump-
tion, which assumes a one-to-one correspondence betweeesria the language and individuals in the
domain of each interpretation. Another restriction is ttlassical predicates are not allowed to occur neg-
atively in rule bodies. Furthermor®L+log defines the weak DL-safeness restriction on variables @srul
in order to retain decidability of reasoning. Each varialvldch occurs in the head of a rule must occur
in a positive rules atom in the body. This ensures that onhcksions are drawn about individuals in the
Herbrand universe. The “weak” in “weak safeness” referigofact that there may be variables in classical
atoms in the body of a rule which do not occur in any atom in thada This allows to express conjunc-
tive queries over a DL knowledge base in the body of a rulejendtill keeping the combined formalism
decidable.

As for the various variants of safeness restrictions maeticso far, one may argue that these restrictions
are really limiting, because variables can to a large exielytrange over constants which occur in the rules
component. However, it is often argued that one could easity a predicate to the rules component and
add a factO(a) for each constant which occurs in the classical component. One could then(xdd to
the body of each rule for each unsafe variablas proposed for instance [n [MSS$04].

dl-programs In contrast to theDL+log approach, the rules in a dl-program [ELST04] do not interact
with the FO theory based on single models, but rather usirgaadnterface which allows the exchange of
ground atoms. This approach relies also on the stable-mgdatantics, but there is a more strict separation
between the classical component and the rules component.

The interaction between the classical component and the odmponent is through special query pred-
icates in the bodies of rules, calledtatoms Allowed queries areoncept membershipole membership
andconcept inclusionThe approach allows a bidirectional flow of information:atbms allow to “extend”
the extensions of unary and binary rules predicates in th&miwledge base, to be taken into account for
the query to be answered.

As is the case foDL+log, dl-programs distinguish between classical predicatdsales predicates; in
di-programs, the distinction between DL predicates anekrptedicates is made implicitly—the only places
where classical predicates occur in rules are the dl-atoms.

The semantics of dl-programs is defined with respect to gtdagic programs. However, unlike for
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usual logic programs, the grounding of dl-programs is notmated with respect to the Herbrand universe
of the logic program, but with respect to some arbitrary atgre>:, which might be the combined signature
of the classical component and the rule component. The @steRlerbrand base of a dl-program consists
of all the atoms which can be constructed using the predaradeconstant symbols in the signataie An
interpretation) is a subset of the extended Herbrand base. A ground dl-atarbeaiewed as a se&t™
of facts together with a ground quegy(c), whereQ is a (possibly negated) unary or binary predicate and
is a constant or a binary tuple of constants, respectivelyl-@tom is true in)M/ with respect to a FO theory
o iff

dUSM = Q(c).

Truth of regular atoms in the program is determined in thelsay, i.e., a ground atom is true in M iff

a € M. DL atoms can be removed from the ground program based artihii value inM with respect to
®: rules with a dl-atom in the body which is false/d with respect teb are removed from the program and
the dl-atoms in the bodies of the remaining rules are remotkd stable-model semantics for the resulting
normal program is then defined as usual.

4 Representational |ssues of Combined Knowledge Bases

As we have seen in the previous section, the semantics of hinethknowledge base is defined differently
for the different approaches. It is not immediately cleandrthe definitions what the implications are of
using a particular semantics and what the expected behawbithe combination.

When defining such a semantics of a combined knowledge Kb#&sealifferent representational issues
arise which have to be dealt with. These issues stem from iffexraiht underlying assumptions in the
formalisms such as open vs. closed-world assumption arglienis. non-unique names assumption. Our
main concerns are (i) the form of the domain of discourseiferquantification of the variables in the logic-
program rules, (ii) implications of the unique-names agsiion in the logic program, (iii) the notion of
interaction from the theory to the logic program, and (i@ tlotion of interaction from the rules to the theory.
Each approach to combining rules and FO theory makes, eitipdicitly or explicitly, particular choices to
deal with these issues in the definition of its semantics his $ection, we make these choices explicit by
defining a number of formal principles which may underlie $kenantics of a combined knowledge base.

4.1 Domain of Discourse

The semantics of logic programs is usually defined with resfgea fixed domain, viz. the Herbrand uni-
verse. An important property which holds for interpretatidbased on the Herbrand universalismain
closure[Rei80], which means that the domain of each interpretatdimited to the Herbrand universe. In
a combined knowledge base, one may want to take individugklide of this fixed domain into account.
This would require taking a larger domain of the model$’dhto account.

A straightforward approach is to simply use the Herbrandense ofLp. A drawback of this approach
is that the only statements derived frabnwhich are taken into account iR are the statements which
involve names in the Herbrand universe. Consider the fidgraheory® = {p(a)} and the logic program
P ={r(b), q(z) < p(x)}, wherea is notinX p. In case the variable i® quantifies only over the Herbrand
universeUy of Lp, g(a) cannot be concluded, sineds not inUy.

An extension of this approach, which allows to consider #isonames i, is to consider an extended
Herbrand universe, where the extended Herbrand universsste of all names (i.e., ground terms) of the
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combined signatur& . In this case, statements i involving names which are not in the Herbrand
universe ofL p are also taken into account. When considering an extenddatdtel universe as the domain
of discourseg(a) could be concluded in the previous example. The potentatdack which remains with
this approach is that unnamed individuals are not congijar®is demonstrated in the following example.
The drawback can be overcome, however, by allovarigtrary domainsas the domain of discourse fét.

Example 3. ConsiderP = {q < p(x)} and® = {3xp(z)}. If the domain of discourse @t is an extended
Herbrand baseg can not be concluded, because there is no naseh thatp(¢) can be concluded. O

We will now formally define a number of principles concernitige domain of discoursef the rules
component of a combined knowledge base.

Principle 1.1 (Herbrand universe)Given a combined knowledge bas® = (&, P), each interpretation
M of Lp, viewed as a paitU, -I>, has the same fixed univeil8e= Uy, wherelUy is the Herbrand universe
of £p. Furthermore, the interpretation functioh is such that each ground tertrover X p is interpreted as
itself, i.e., such that! = ¢.

Principle 1.2 (Combined signature)Given a combined knowledge bals@8=(®, P), each interpretation
M of Lp, viewed as a pai(U, '1>, has the same fixed universe= Uy, whereUig is the set of ground
terms of the combined signatukx-z. Furthermore, the interpretation functio is such that each ground
term¢ of Xz is interpreted as itself, i.e., such thidt= t.

Principle 1.3 (Arbitrary domain) Given a combined knowledge bdsg = (®, P), each interpretation\/
of Lp, viewed as a paikU, -'), has an arbitrary first-order domaiy and there are no restrictions on the
interpretation function’.

Notice that PrincipleIl1 afd1.2 coincide in case the naitbe signatureX p andX 5 coincide. The
principles can be forced to coincide by extendibgto include all ground terms dix 5 (see e.g[IMSS04));
note that this may lead to an infinite logic program in casestbeature is infinite.

Providing the standard-names assumption applies to théioeoh knowledge base, Principles]1.2 and
L3 coincide, since then there is a one-to-one corresperdainames in the language and individuals in
the domain.

4.2 Uniqueness of Names

Herbrand interpretations satisfy the unique-names assompe., for any two distinct ground terms in the
Herbrand universe, their interpretations are distinct as.Where are, however, approaches which adopt a
less restrictive view by axiomatizing a special equalitydicate [[Rei80]. In such a case, there is a notion of
default inequality: two ground terms are assumed to be walequoless equality between the terms can be
derived.

The unique-names assumption does not hold in general foofider interpretations. Several names in
the language may be interpreted as the same individual iddh®ain (see, e.g., Examfdleé 1). Therefore,
one may want to adopt a less restrictive view on uniquenesarogs in the rules component of a combined
knowledge base. We distinguish between maintaining thgugahames assumption, axiomatizing a special
equality predicate, and discarding the unique-names gst&m

Principle 2.1 (Uniqueness of names}siven a combined knowledge baSe, P), for every interpretation
(U,-1) of Lp and every pair of distinct names, ¢, of Lp, ¢! # ¢ holds.
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Principle 2.2 (Special equality predicate)Given a combined knowledge ba&e, P), a special binary
equality predicate=g (cf. [Rei80) is axiomatized as part aP.

Principle 2.3 (No unigueness of namesJhe unigue-names assumption does not apply.

Notice that PrincipleEIl1 arid 1.2 enforce the unique-namssamption in the rules component; they
cannot be combined with PrincidleR.3. Notice further thatase a special equality predicate is axiomatized
in P, itis generally desirable that if equality between two udiials is derived fromb, this information is
also available inP. As proposed inN[R0os0bb], the predicatemay be defined in terms of equalityin the
classical component.

4.3 Interaction from First-Order Theoriesto Rules

Interaction between a first-order theory and a set of rulagaee place in two directions: (a) from the FO
theory to the rules and (b) from the rules to the FO theoryhisi $ection, we consider the interaction from
the FO theory to the rules; we discuss interaction from thesro the FO theory in the next section.

We extend the notion of a logic program to distinguish betwbe uses of classical predicates and rules
predicates. A logic program with classical atomonsists of a set of rules of form

hi|...| ho < a1,...,am,not by, ...,not by, c1, ..., c;,not dy, ..., not d, Q)

wherea;, b; are rules atoms ang, d;, are classical atoms;j, ..., d;, is called theclassical componeruf
the body of the rule, denotedB(r), anda, . .., not b, is called theules componendenotedk B(r). We
moreover define the se€B™ (r) = {c1,...,¢}, CB~(r) = {ds,...,dx}, RBT(r) = {a1,...,an}, and
RB=(r) ={b1,...,d,}.

By interaction from the FO theory to the rules we mean the tmmd under which the classical atoms
in the body of a rule are true or false. We distinguish two dasinciples a combined knowledge base
may obey with respect to the interaction from FO theoriesites: interaction based @ingle modelsand
interaction based oentailment In the former case, the truth 6fB(r) corresponds to satisfaction in a single
modelZ of the classical componeny; in the latter case, the truth 6B (r) andC B~ (r) is determined by
entailment or non-entailment frod, respectively. These notions of interaction are genextidins of the
notions of interaction as defined IL+log [R0oS06] and dl-program$ [ELST04], respectively, as welshal
see in the next section.

We now define the principles formally:

Principle 3.1 (Interaction based on single model§et B = (@, P) be a combined knowledge base such
that® C L, 7 an interpretation ofZ, and B a variable assignment.

The classical component of the body of a rule P is truein Z with respect toB, denotedZ, B |~
CB(r),iff Z, B = CB*(r)andZ, B £ CB~(r).

An interpretation)/ s-satisfies ruler with respect t@ and B, denotedV/, B |=z r, iff M, B = RB(r)
andZ,B = CB(r)onlyif M,B = H(r).

We call M ans-modelof  with respect td” iff M, B =7 r, for every variable assignmeft. Further-
more, M is an s-model of” with respect td iff M =1 r, for every ruler € P.

Principle 3.2 (Interaction based on entailment)et B = (®, P) be a combined knowledge base such that
o C L.
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The classical component of the body of a rule P is entailed by® with respect to a variable substi-
tution 3, denotedd = CB(r)g, iff ® = CB*(r)3 and® [~ CB~(r)s.

An interpretation M e-satisfiesa rule » with respect to a variable assignmet and ®, denoted
M, B ¢4 r, iff, for some variable substitutiod associated withB, M, B = RB(r) and® = CB(r)s
only if M, B = H(r).

M is ane-modelof r with respect tod iff M, B =4 r, for every variable assignmet. Furthermore,
M is an e-model o with respect tob iff M =4 r, for every ruler € P.

Note that in case” is a ground program, the variable assignments and substisutan be disregarded
in the definitions of the principles.

Providing the combined knowledge base obeys PrinEiple Priaciple[T.2, the variable assignmeit
is equivalent to its associated variable substitufiod/, B |= « iff M = o3, with 2/t € giff 2% = ¢, and
the logic progranP is actually equivalent to its ground instantiation withpest toU or the ground terms
of Yxp, respectively. Thus, the only case where the variable msggt is crucial in the definitions is when
variables in the rule may quantify over arbitrary domaires, whenC3 obeys Principl€1]3.

Stable Models for Logic Programs in Combined Knowledge Bases In order to capture the nonmono-
tonic aspects of the rules components, we need to define wiickels are actually the intended models of
P. We do this by extending the notion of stable models [GL8&hwcase of logic programs in combined
knowledge bases. For the definition of stable models, werasshe domain of discourse in an (extended)
Herbrand universe (PrincipleZl.1[orll.2). We first need tangethie ground instantiation .

We augment the definition afr(P) to obtaingr;CB(P) as follows, wherey is either H (in case of
Principle[I.1) oCB (in case of PrinciplE]Z)grfB(P) is the union of all possible ground instantiations of
r which are obtained by replacing each variable which oceuesrules predicate by a term i, for each
ruler € P.

We can now define the notion of a stable model for the logic rnog” in a combined knowledge base
KB = (®, P) in view of Principle[31 (resp., Princip[e_B.2): L&f be an s-model (resp., e-model) Bf
with respect tdZ (resp.,®), thereductof P with respect ta\/, denotedPéVf (resp.,Pé” ) is obtained from
gr’*By(P) by removing

e every ruler such thatZ |~ 3CB(r) (resp.,® ~ 3CB(r)),
¢ the classical component from every remaining rule,

e every ruler such thatB~(r) N M # (), and

¢ the negative body literals from the remaining rules.

Then,M is astable s-modglresp.,stable e-modglof P with respect t& (resp.,®) iff M restricted to rules
predicates is a minimal Herbrand modelR¥ (resp.,P).

The following example shows that there is a difference betwile two principles already in simple
cases.

Example 4. Consider the combined knowledge b#sB = (&, P) with® = {p V ¢} and P = {r —
p, < q}. Note thatd entails neithep nor ¢. For the case of interaction based on single model® of is
included in each of the (stable) models/fwith respect to every model &, since we know that for each
model of®, eitherp or ¢ (or both) is true. In case the interaction is based on entailiyy is not included
in the single stable e-model &f with respect tab, because neithey nor ¢ is entailed byd. O
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In the case of interaction based on single models, clagsiedicates are always interpreted classi&lly,
and itis not possible to use “real” nonmonotonic negatioer @lassical predicates or rules predicates which
depend on them.

Example 5. Given the classical theorp = {p(a)} and the logic programP = {o(a), o(b), g(x) —
not p(x), o(x)}, wherep is a classical predicate andl ¢ are rules predicates. Consider the interpretation
of Lo such thatZ; = p(a) andZ; = p(b). NOW,P% = {o(a), o(b), q(a) < not p(a), q(b) — not p(b)},
which has one stable s-modél}; = {o(a), o(b)}.

Now consider the interpretatiaf, of Lo such thatZy = p(a) andZsy F= p(b). Now,PI]‘j = {o(a),o(b),
p(a),q(a) < not p(a), q(b) < not p(b)}, which has one stable s-modéll; = {o(a), o(b), q(b)}. O

The example shows th#t has at least one stable model which does not incigdle(viz. M;), whereas
one might expec#(b) to be included in every stable model, becap@g is neverknownto be true.

The following example shows that there might be a discrepaviten there is interaction based on
entailment and there is no unique-names assumptidn but it does hold inP.

Example 6. Consider the combined knowledge b&38 = (®, P) with ® = {Vx,y, 2

(p(z,y) Ap(x,2) Dy ==2); pla,b);p(a, c)}ﬁ andP = {p'(x,y) < p(z,y)}, with p a classical predicate
andp’ a rules predicate. In every model éfthere is at most one role filler fgr (viz.b = c), but the single
stable e-model of” contains two role fillers fop’. However, one may also argue that this is actually the
expected behavior, because the unique-names assumptasifbologic programs. O

Principles 3l anfi312 can be seen as two extremes for thgratiten of rules and FO theories. One
could imagine possibilities which lie between the two extes. The two formulated principles are by no
means the only ways of integrating rules and FO theoriesthayt neatly generalize current approaches in
the literature.

4.4 Interaction from Rulesto First-Order Theories

We now consider the interaction from the rules to the FO thedde assume that the he&f(r) of a ruler
may contain classical atoms.

Similar to the interaction from FO theories to rules, weidgish betweeinteraction based on single
modelsandinteraction based on entailmenin the case of interaction based on single models, a madel
of Lp constrains the set @llowed model®f ®; in the case of interaction based on entailment, we join the
conclusions about classical predicates which can be dresmthe logic program with the FO theory. This
allows to take conclusions from the logic program into actouhen determining entailments of the FO
theory.

Principle 4.1 (Interaction based on single model§et B = (®, P) be a combined knowledge base such
that® C £,Z = (U,-!) an interpretation ofZ4, and M an interpretation ofZ p, viewed as a pai(V, /).

We say thaf respectsV/ iff, for every classical predicatg, p’ C p!. FurthermoreZ is ans-modelof
® with respect taV/ iff Z = ® andZ respects)/.

For the principle of interaction based on entailment, wewtiee model)M of a programP as a set of
ground atoms that are known to be true; we do not considerdpative part of the model.

“This aspect is discussed in more detailin [Ro$05b].
SNote that the first axiom i corresponds to definingas a functional role in description logics.
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Principle 4.2 (Interaction based on entailment)et B = (®, P) be a combined knowledge base such that
o C L.
® e-entailsa formula¢ with respect ta modelM of Lp iff @ U M = ¢.

Note that this principle views a model as a set of ground atanasthus it can only be applied if there
is a one-to-one correspondence between names in the langndgelements of the domain. Thus, either
PrinciplelI.1 o LR must apply. The combination of the Rples[4.2 an@3]2 yields the following definition
of the model of a program:

An interpretation) is ane-modelof a rule r with respect to a variable assignmeBtwith
associated variable substitutighand a FO theoryp iff M, B = H(r) wheneverM, B =
RB(r) and® e-entailsC' B(r) with respect ta\/.

Stable Models for Logic Programs in Combined Knowledge Bases We now extend the notion of a
stable model introduced in the previous section. First, e&drto slightly adapt the definition of a reduct
of P, as before: Let: be either an s-moddl of ® with respect taM or ®. Then, PM is obtained from
griB(P), wherey is eitherH (in case of Principl&Zl1) o¢5 (in case of Principl&Z]2), by removing

e every ruler such that (= 3CB(r) if = = Z, or such that: (= 3C B(r) with respect taV/ if z = @,

the classical component from the body of every remaining, rul

the classical component from the head of every rudeich thate = VCH (r) if x = Z, or such that
x = VCH (r) with respect taV/ if =z = @,

every ruler such thate = VCH (r) if x = Z, or such that: = VC H (r) with respect ta\/ if x = P,
in caseCH (r) # 0,

every ruler such thatB~—(r) N M # 0, and

the negative body literals from the remaining rules.

Then,M is astable s-moddlresp.,stable e-modglof P iff M restricted to the rules predicates is a minimal
Herbrand model o (resp.,P}).

The following example demonstrates the difference betvieetwo kinds of interaction:

Example 7. Consider the combined knowledge b&38 = (@, P) with ® = {p(a) Vp(b)} andP = {q —
p(a),not ¢;r — p(b)}, wherep is a classical predicate and is a rules predicate. In case of interaction
based on single modelsjs included in every stable s-model, since for every médelwhichp(a) is true,
there is no corresponding stable s-model for

In the case of interaction based on entailment, no such asiwh can be drawn: neither(a) nor p(b)
is e-entailed byb. In fact, the only stable e-model &fis the empty set. O
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| SWRL | dl-programs | DL+log

Domain of Discourse

[ Herbrand Universe - - +

.2 Combined Signature - + -

L3 Arbitrary domains + - -

Uniqueness of Names

2 Names irU; are unique - + +/-1

22 Equality predicate - 2 2

[Z3 No uniqueness + - +/-
Interaction from FO Theories to Rules

37 Single models + - +

B2 Entailment - + -
Interaction from Rules to FO Theories

.1 Single models + - +

.2 Entailment - + -

1 The combined knowledge base has the standard, and impligdesnames assumption.
2 Both dl-programs an@®£+log may be extended with an equality predicate.

Table 1: Principles of Current Approaches

5 Representational Issuesin Current Approaches

We can now compare current approaches to integrating gésariogics and logic programs with respect
to the representational issues analyzed above. The thpreamhes we have selected for the comparison
are SWRL[HPSB04,[HPS04], dl-program§ [ELSTD4], afC+log [Ros06]. These approaches are gen-
eralizations of a number of other approaches as discuss8ddtion[B. The results of the classification
are summarized in Tab[@ 1. In the remainder of this secti@dascribe the principles of the mentioned
approaches in more detail. We conclude with a few remarkatatiable models in these approaches.

5.1 Domain of discourse

The domain of discourse for SWRL rules is simply the domaitheffirst-order interpretation of the SWRL
FO theory (Principlé_T]3). Thus, the variables in the SWRIlesuguantify both over the named and the
unnamed individuals in the DL component of the knowledgeb&VRL rules do not adhere to the unique-
names assumption: several names may refer to the sameadimaliviinless inequality between individuals is
explicitly asserted. SWRL does explicitly distinguishueén classical predicates and rules predicates. In
fact, all predicates in a SWRL knowledge base are classiedligates.

In dl-programs, the domain of discourse corresponds omeuowith a set of constants in some signature
3. Typically, and most generally, this signature would bedtwbined signaturEz and thus the variables
in the rules may range over names in the combined signatuireciiite[T.2).

DL+log has the standard-names assumption for the entire combinmedddge base. Additionally, it is
assumed that there is always an infinite number of constantifiers available in the signatuFey and thus
in Xxp. According to the definition of combined knowledge base®f+log, the domain of discourse of
rules inP is the set of constants in the combined signature (Prin@i@e However, there is a restriction on
the use of variables i L+log, theweak DL-safenes®very variable which occurs in an atom in the head
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must occur in a positive rules atom in the body. This effelyivensures that each variable which occurs in
a rules predicate quantifies only over the namesg gf Variables which only occur in classical predicates
in the body of a rule may quantify over all namesig;. Thus, depending on where a variable occurs in a
rule, the domain of discourse is either the Herbrand uneh/éfﬁ (Principle[I1) or the set of names in the
combined signatur&y (Principle[T.2).

5.2 Uniqueness of Names

SWRL knowledge bases do not assume the unique-names agsurRrinciple[ZB), although it can be
axiomatized by asserting inequality between every setsiirdit constant symbols iBgz. SWRL allows
the use of the equality symbol iR. One could view this as a special equality predicate, athdudoes
not require a special axiomatization, since it is a builbitite semantics. All the usual equality axioms are
obviously valid in SWRL. One could thus take the point of vithat there is an equality predicate in the
language and this is a classical predicate and thus SWRLiocesthe PrincipleE2.2 aldP.3.

The unique-names assumption holds for the rules in a dirarogPrinciplé—Z11). Combined with the fact
that the domain simply consists of all names of the combingolsure, uniqueness of names is assumed
even if two names are equal in every model of the FO theory. IWgtrated this discrepancy earlier in
Exampld®. A possible way to overcome this discrepancy istonaatize an equality predicate in the
logic program (Principl€2]2) and to define it in terms of dijyatatements which are derived from the FO
theory:

eq(X,Y) «— DL[=](X,Y).

The unique-names assumption holds in @&ng+log knowledge base and thus also in the rules com-
ponent (Principlé_2]1). One might allow arbitrary domains ®. As pointed out in[[Ros0%b], one may
overcome the unigue-names assumption by axiomatizing aaliggpredicate inP, and treating it as a
classical predicate (Princigle2.2), similar to the axiti@ion for dl-programs proposed above.

5.3 Interaction between First-Order Theories and Rules

In SWRL, interaction from FO theories to rules, and from sule FO theories, is based on single models
(Principled=31[Z]1), since the rules and DL componentdMRE are simply part of one first-order theory.
SWRL actually defines one model for both the FO theory andulesr In terms of combined knowledge
bases which we use in this paper, one could equivalentlynsdyatl predicates are classical predicates. The
models for the FO theory and the rules share the same domaiallyf-an interpretatiorf is a model of
KB = (®, P) iff Z is an s-model ofb with respect to every s-mod@{ of P which shares the domain @t

Interaction between rules and FO theories in dI-prograrnoth directions is based on entailment (Prin-
ciples[3:2[Z4R). A (ground) dl-atom in the body of a rulefins true if it is entailed by®. The interaction
from rules to FO theories diverges somewhat from the desmmipf Principle[3.2. Namely, classical pred-
icates are not allowed to occur in the heads of rule®.irinstead, dl-atoms allow the possibility to select
which part of a modelM of P should be taken into account when determining truth of thatain In
other words, a ground dl-atom is true in a modelM/ with respect to FO theorg iff ® U ¢(M) E «,
whereq(M) is either (a) a subset dff, (b) the negation of a subset df, (c) the negation of a subset of the
Herbrand base which is not i, or (d) a composition of any of the above.

®Actually, dl-atoms allow more sophisticated methods oftaalting the flow of information. The negation of parts df can
be taken into account and negated information can be takematount in the absence of information/if.
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In DL+log, interaction between FO theories and rules is based oresingtiels (Principlds—3.1 ahd#.1),
as is the case for SWRL. A modélis an s-model only if there is an s-mod#l of P which respectg and
7 respectdV/. The other direction also holds M is additionally a stable s-model &f with respect t.

54 Stable Modelsin Current Approaches

SWRL does not have the notion of stable models. This is to pe@®rd since the language does not allow
default negation. A formula is entailed by a SWRL knowledge bak# if every model of/C/5 is a model
of ¢.

In dl-programs, a model/ is a stable e-model aP with respect tod if it is the minimal model of the
reductng with slightly more complicated conditions for the dl-atgrssce their form needs to be taken
into account. Entailment is then defined as followsbravelyentails a ground atom if « is true insome
stable model of” and P skepticallyentailsa if « is true inall stable models oP.

In DL+Ilog, a modelM is a stable model oP if it is the minimal model of the reduoPéVf. A ground
atoma is entailedby KB if (a) it is true in every s-model ob, in casex is a classical atom, or (b) it is true
in every stable s-model @?, in casex is a rules atom.

6 Settingsfor Combining Classical Logic and Rules

Based on the analysis of the representational issues ilo8Ecand as an abstraction of current approaches
to combining rules and FO theories, we define three genetiinge for the integration of rules and FO
theories. These settings help to classify existing andduypproaches to such combinations. Additionally,
they help to clarify the space of possible solutions for titegration of FO theories and rules with respect
to the way they resolve the representational issues we lamted out in this paper.

The three settings we have identified are:

1. In theminimal interfacesetting, the logic program and the FO theory are viewed agratpcompo-
nents and are only connected through a minimal interfacetwtonsists of the exchange of entail-
ments. The dl-programs approach [ELSIT04] falls in thisisgit

2. Building anintegrated modelwhere the rules and the logic program are integrated tage lextent,
although there is a separation in the vocabulary betweeasickl predicate and rules predicates. The
integrated model is the union of two models, one for the F@rhand one for the rules, which share
the same domairDL+log [Ros06] and SWRLIHPS04] fall in this setting, with the caviat SWRL
does not allow negation in the rules component.

3. Afinal possible setting ifull integration where there is no separation between classical predicates
and rules predicates; this makes it possible, among otigsthto express nonmonotonic negation
over classical predicates. We are not aware of current appes which fall in this setting, but we can
imagine approaches along this line, possibly based ondiidgr nonmonotonic logics [Lif90, Lif94a,
Kon91].

The main distinction between the first and second settingésaction based on single models (Setting 2)
versus interaction based on entailment (Setting 1). Inhind setting, there is not so much interaction, but
ratherfull integration one can no longer really distinguish between the FO thendythe rules. While
Settings 1 and 2 are abstractions of current approaches@éR@nd [[ELST04], respectively), Setting 3
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| Minimal interface | Integrated models | Full integration
Domain of Discourse

L1 Herbrand Universe - - -

.2 Combined Signature + - -

L3 Arbitrary domains - + +

Unigueness of Names

27 Names i/ are unique + - -

22 Equality predicate -1 - -

Z3 No uniqueness - + +
Interaction from FO Theories to Rules

31 Single models - + +/-2

B2 Entailment + - +/-2
Interaction from Rules to FO Theories

£ Single models - + +

A2 Entailment + - -

Distinction between classical and + + -

rule predicates

1 An equality predicate can be axiomatizedin
2 Full integration requires more complex interaction thamgk models or entailment alone

Table 2: Principles of Settings

is not based on current approaches, but we see this settingoassible development towards a tighter
integration of FO theories and (nonmonotonic) logic progsa
Table[2 summarizes the settings and their representatimaiples.

7 Reated Work

Franconi and Tessaris [FTI04] survey three approaches tbioong (the DL subset of) classical logic with
rules. The three approaches are (i) (subsets of) SWRL {iijajrams, and (iii) epistemic rules [DLNE].
The latter are a formalization of procedural rules which barfound in practical knowledge-representation
systems. Franconi and Tessaris show that all three apmsadincide in case the DL component is empty
and the rules component is positive, but that they divergekjuwhen adding trivial axioms to the DL
component. While Franconi and Tessaris look at the probleocombining classical logic and rules from
the point of view of several existing approaches, we sun¥élye fundamental issues which may arise when
combining classical logic with rules and classified exg@pproaches accordingly.

Variants of logic-programming semantics without the damabsure assumption have been studied
in the logic-programming literature. b IGP93], the stabledel semantics is extended to open domains
by extending the language with an infinite sequence of nevstaats. Open logic programs (see, e.g.,
[VBDDS91]) distinguish between defined and undefined patds&: The defined predicates are given a
completion semantics, similar to Clark's completion [8a7and equality is axiomatized in the language.
The resulting theory is then given a first-order semantiggerQogic programs were adapted to open answer-
set semantics in [HVNV05].

It is worthwhile to mention some approaches which proposeséoxrule-based formalisms (possibly with
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extended domains) to reason about classical logic, andiedipebout description-logic theorie$. [MSS04]
proposes to use disjunctive datalog to reason about theiptest logic SHZ Q, extended with DL-safe
SWRL rules. [[HNVO5] uses extended conceptual logic programreason with expressive description
logics combined with DL-safe rules _[GHVDO3] proposes as&ilof a description logic which can be
directly interpreted as a logic program. Open logic progrdmave been used ih [VBDDS97] to reason
with expressive description logic$. [HNV05] uses the opesweer-set semantics [HVNVD5] to reason with
expressive description logics extended with DL-safe tufEar03] and [[SwiOH4] reduce reasoning in the
description logicALC Q7 to query answering in logic programs based on the answeseseantics.

8 Conclusions and Future Work

There exist several different approaches to the combimatidirst-order theories (such as description-logic
ontologies) and (nonmonotonic) rules (elg. [Ro$05a, RdS06T04, HPSB 04,IMSS04]). Each of these
approaches overcomes the differences between the first-and rules paradigms (open vs. closed domain,
non-unigue vs. unique names, open vs. closed world) inrdiftevays.

We have identified a number of fundamental representatisaaés which arise in combinations of FO
theories and rules. For each of these issues, we have defmedtzer of formal principles which a combi-
nation of rules and ontologies may obey. These principléis toeexplicate the underlying assumptions of
the semantics of such a combination. They show the consegsieri the choices which were taken in the
design of the combination and help to characterize appesaichcombining rules and FO theories according
to their expressive power and their underlying assumptions

We have used the formal principles to characterize seveaglimhg approaches to combining rules with
(description-logic) ontologies. These approaches are BYMRS04], dlI-programd [ELST04], ari? L+[og
[Ros06]. It turns out that SWRL arl@L+]og are quite similar concerning their representational fyies,
although the approaches might seem quite different on ttiacgy both approaches specify the interaction
between ontologies and rules based on single models, butl SWW&s not allow nonmonotonic negation in
the rules. The dI-programs approach has quite differenénlyidg assumptions: the interaction between the
ontology and logic program is restricted to entailment afugd facts.

Based on the formal principles, the relations between thadbprinciples, and generalizing existing
approaches, we have defined a number of general settingsefantegration of rules and ontologies. An
approach may define minimal interfacebetween the FO theory and the rule base, the semantics may be
based onintegrated modelsor the approach enablégll integration eliminating the distinction between
classical and rules predicates. These settings mainkgrdiffthe notion of interaction between FO theories
and rules. In the minimal interface setting, interactiobdsed on entailment, whereas in the integrated
models setting, the models of the FO theory and the rule basmanbined to define an integrated semantics.
The full integration setting requires a unified formalismiethcan capture both classical first-order theories
and nonmonotonic logic programs.

Besides the representational principles defined in thispanm approach to combining rules and ontolo-
gies has of course other properties which are of potentiatest. To wit, computational properties such as
decidability and complexity, which are concerns in sevexating approaches (e.g. [LR98, Ros(5a, Rbs06,
ELSTO4]), are of particular interest. Another issue in sgombinations is the ease of implementation
and availability of reasoning techniques. For example aghygroach in[[Ros0%a] allows to reduce reason-
ing with combined knowledge bases to standard reasonimgcsstin answer-set programming (ASP) and
description-logic engines, whereas the extensioPi+log [Ros06] requires non-standard reasoning ser-
vices for description logics (checking containment of cogfive queries in unions of conjunctive queries).
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Finally, dI-programs[[ELST04] allow a simple extension gisting algorithms for answer-set programming,
using standard reasoning services of description-logisaeers.

Our future work consists of taking the above-mentioned sypieprinciples into account for the clas-
sification of approaches to combining FO theories and rulsithermore, we will continue to classify
upcoming approaches and consider the combination of nootoic ontology languages (e.@. [BLWO6,
DLN"98,[DNRO2[BH95]), including ontology languages with triéiae closure (e.gDLR,.., [CGLIE]),
with rules.

Nonmonotonic logics seem a promising vehicle for an evdntéigintegration of FO theories and (non-
monotonic) logic programs than dI-programsIa€+log, in the setting ofull integration One could think
of an extension of a honmonotonic description logic. Fomaia, [MRO6] contains a proposal for ex-
tending the MKNF-DL [[DNROR], which is based on the propasitil subset of the bimodal nonmono-
tonic logic MBNF [Lif940], with nonmonotonic rules. Otheonmonotonic logics which one might con-
sider are, for example, default logic [Rei&7, Lif90], cinescription [McC86[ Lif94h], and autoepistemic
logic [Moo85,[Kon9l].

So far we have considered rules components with the stabteehsemantics [GL88, GL91]. In fu-
ture work we may consider the well-founded semanfics |[GRR&®#larbitrary programs. Additionally, the
combination of production rules with ontologies is recgméceiving some attention in the context of the
W3C Rule Interchange Format (RIF) Working Grﬁuﬁ)ne might consider characterizing combinations of
production rules with ontologies, although there are seimahallenges for such a characterization.
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