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Preface

The ultimate goal of the Semantic Web is to enable applications which offer
enhanced and efficient possibilities for end users to benefit from electronically
stored information. The vision of a Semantic Web, in which information is given
a well-defined meaning, better enabling computers and people to work in cooper-
ation already stresses the importance of efficient end user support for accessing
and working with Web information. However, current development in the Se-
mantic Web focuses on formalisms, languages, reasoning and the development of
according technological frameworks, so to speak the first part of the vision. These
technologies shall constitute an environment capable of enabling enhanced, effi-
cient and user-centered applications, thus enabling the second part of the vision,
and the goal of the Semantic Web.

This workshop brought together researchers and practitioners in the fields of
Semantic Web technologies and personalization in order to discuss the emerging
possibilities of realizing personalization in a Semantic Web. As personalization
is not a new topic at all, the workshop’s goal was especially to identify needs
for personalization in the Semantic Web, but also experiences on personalized
systems and how personalization in the Semantic Web can benefit and learn
from these experiences. Furthermore, of course, first applications and prototypes
offering the users personalized experiences were proposed and discussed.

Accepted papers for this workshop focused on three thematic issues:

– Reasoning and rules for user modeling and personalization in the Semantic
Web

– Acquisition and application of user profiles
– Architectures enabling Personalization in the Semantic Web

We would like to thank all authors of the workshop for their contributions
and inspiring discussions, and the organizing and program committee of this
workshop, which made our job as organizers very enjoyable and smooth.

Budva, June 12, 2006

Makram Bouzid, Motorola, France
Nicola Henze, University of Hannover
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PreDiCtS: A Personalised Service Discovery and 
Composition Framework 

Charlie Abela, Matthew Montebello 

Department of Computer Science and AI 
University of Malta 

{charlie.abela, matthew.montebello}@um.edu.mt 

Abstract. The proliferation of Web Services is fostering the need for 
applications to provide more personalisation during the service discovery and 
composition phases. An application has to cater for different types of users and 
seamlessly provide suitably understandable and refined replies. In this paper, 
we describe the motivating details behind PreDiCtS1, a framework for 
personalised service discovery and composition. The underlying concept behind 
PreDiCtS is that, similar service composition problems could be tackled in a 
similar manner by reusing past composition best practices. These have to be 
useful and at the same time flexible enough to allow for adaptations to new 
problems. For this reason we are opting to use template-based composition 
information. PreDiCtS’s retrieval and refinement technique is based on 
conversational case-based reasoning (CCBR) and makes use of a core OWL 
ontology called CCBROnto for case representations. 

Keywords: CCBR, Ontologies, Semantic Web, Web services 

1. Introduction 

Reusability and interoperability are at the core of the Web Services paradigm. This 
technology promises seamlessly interoperable and reusable Web components that 
facilitate rapid application development and integration. When referring to 
composition, this is usually interpreted as the integration of a number of services into 
a new workflow or process. A number of compositional techniques have been 
researched ranging from both, manual and semi-automatic solutions through the use 
of graphical authoring tools [18], [19], to automated solutions based on techniques 
such as AI planning [17] [20] and others.  

The problem with most of the composition techniques mentioned above is three 
fold (i) such approaches attempt to address service composition by composing web 
services from scratch, ignoring reuse or adaptation of existing compositions or parts 
of compositions, (ii) it is assumed that the requester knows exactly what he wants and 

                                                           
1 This research has partially been funded by the European Commission and by the Swiss Federal Office for 
Education and Science within the 6th Framework Programme project REWERSE number 506779 
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how to obtain it and (iii) composing web services by means of concrete service 
interfaces leads to tightly-coupled compositions in which each service involved in the 
chain is tied to a web service instance. Using this approach for service reuse, may lead 
to changes in the underlying workflow which range from slight modifications of the 
bindings to whole re-designing of parts of the workflow description. Therefore in our 
opinion, services should be interpreted at an abstract level to facilitate their 
independent composition. [10] adds, “abstract workflows capture a layer of process 
description that abstracts away from the task and behaviour of concrete workflows”, 
and this allows for more generalisation and a higher level of reusability. A system can 
start by considering such abstractly defined workflow knowledge and work towards a 
concrete binding with actual services that satisfy the workflow.  

To make effective reuse of such abstract workflow definitions one could consider 
CBR, that is amenable for storing, reusing and adapting past experience for current 
problems. Nevertheless CBR restricts the user to define a complete problem definition 
at the start of the case-retrieval process. Therefore a mixed-initiative technique such 
as CCBR [3] is more appropriate since it allows for a partial definition of the problem 
by the user, and makes use of a refinement process to identify more clearly the user’s 
problem state. 

In summary we have identified the following motivating points: 
1. Reusability of compositions has the advantage of not starting from scratch 

whenever a new functionality is required. 
2. For effective reusability a higher level of abstraction has to be considered, 

which generalises service concepts and is not bound to specific service 
instances. 

3. Personalisation of compositions can be achieved by first identifying more 
clearly the user’s needs and then allowing for reuse and adaptation of past 
compositions based on these needs prior to binding with actual services. 

The goal of this work is to present, the motivation behind, and prototype of 
PreDiCtS, a framework which allows for personalisation of service discovery and 
composition through the reuse of past composition knowledge. One could say that we 
are trying to encode and store common practices of compositions which could then be 
retrieved, reused and adapted through a personalisation technique. The solution we 
propose in PreDiCtS has two phases.  

For the first phase, which we call the Similarity Phase, we have adopted a mixed-
initiative technique based on CCBR. This provides for the personalisation process. 
Given a new problem or service composition request, this approach allows first to 
retrieve a ranked list of past, similar situations which are then ranked and suggested to 
the requester. Through a dialogue process the requester can decide when to stop this 
iterative-filtering phase, and whether to reuse or adapt a chosen case. Case definition 
is through an OWL-based ontology which we call CCBROnto [2] and which provides 
for the description of context, problem and solution knowledge At present PreDiCtS 
allows for case creation and retrieval (adaptation is in the pipeline) and once a case 
(or set of cases) is retrieved, it can be presented to the next phase, which we call the 
Integration Phase where a mapping is attempted, from the features found in the 
chosen solution, to actual services found in a service registry. Due to space 
restrictions this is dealt with in a future paper. 
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The rest of this paper is organized as follows. In Section 2 we will give some brief 
background information on CCBR. Then in Section 3 we will give an overview of the 
OWL case ontology, CCBROnto. In Section 4 we will present the architecture of 
PreDiCtS and some implementation details mainly focusing on the case-creator and 
case-retriever components. After which we present the last section with future work 
and concluding remarks. 

2. Conversational Case-Based Reasoning 

Case-Based Reasoning is an artificial intelligence technique that allows for the reuse 
of past experience to solve new problems. The CBR process requires the user to 
provide a well-defined problem description from the onset of the process. But users 
usually cannot define their problem clearly and accurately at this stage. On the other 
hand, CCBR allows for the problem state to be only partially defined at the start of the 
retrieval process. Eventually the process allows more detail about the user’s needs to 
be captured by presenting a set of discriminative and ranked questions automatically. 
Depending on the user’s supplied answers, cases are filtered out and incrementally the 
problem state is refined. With each stage of this problem refinement process, the 
system presents the most relevant solutions associated to the problem. In this way the 
user is kept in control of the direction that this problem analysis process is taking 
while at the same time she is presented with solutions that could solve the initial 
problem. If no exact solution exists, the most suitable one is presented and the user is 
allowed to adapt this to fit her new requirements. Nevertheless, this adaptation 
process necessitates considerable domain knowledge as explained in [4], and is best 
left for experts. 

One issue with CCBR is the number of questions that the system presents to the 
user at every stage of the case retrieval process. This issue was tackled by [11] which 
defined question-answer pairs in a taxonomy and by [1] through the use of 
knowledge-intensive similarity metrics. In PreDiCtS we have adapted the former 
method2 since a QA pairs taxonomy is defined to be an acyclic directed graph in 
which nodes are related to other nodes through parent-child relations and it is 
assumed that a node subsumes all its descendent nodes. This is very similar to how 
classes in OWL are related via the subClassOf relation and this fits well with the 
underlying case structure that we use in PreDiCtS. 

3. CCBROnto 

CCBROnto is an important component of PreDiCtS since it provides for (i) case and 
question-answer pair definitions, and (ii) the association of domain and case-specific 
knowledge. In CCBROnto the topmost concept is a Case. Its basic components are 
defined by the CaseContext, Problem and Solution classes. In [8] context is defined as 
“any information that can be used to characterize the situation of an entity. An entity 
                                                           
2 Whenever we refer to this taxonomic theory we will be referring the work done by Gupta 
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is a person, place, or object that is considered relevant to the interaction between a 
user and an application, including the user and applications themselves”. We fully 
agree with this definition and in the CaseContext, we have included knowledge 
related to the case creator, case history, ranking and case provenance. We have 
considered ideas presented in [6], [7] and [15] which discuss the importance of 
context in relation to Web Services and stresses on the importance of the use of 
context in CBR, especially when cases require adaptation. Such context knowledge 
makes it possible to differentiate between users and thus the system could adapt cases 
accordingly. For example in the travelling domain, both going to a conference and 
going for a holiday may require similar services, such as hotel booking and flight 
reservation, though the use of a conference booking service is only required in the 
former. Thus, based on the contexts or roles of the users (a researcher the former and 
a tourist the latter) the CBR system can adapt the case knowledge to present cases that 
satisfy the requirements of both. A researcher can adapt the case for the tourist by 
including a suitable conference booking service. 

In PreDiCtS we consider highly important such context knowledge since it helps 
to identify, why a case was created and by whom, together with certain aspects of 
case usage and its relevance to solving a particular problem. The CaseCreator 
provides a Role description that the creator associates himself with, together with a 
foaf:Person instance definition that describes who this person is. The motivation 
behind using foaf is to eventually be able to embed some level of reputation relevant 
to the person who created the case. The importance of this feature will become more 
visible and important when cases are shared. 

The CaseContext also provides a place holder for CaseHistory. The knowledge 
associated with this feature is important when it comes to case ranking and usage, 
since it allows users to identify the relevance and usefulness of a case in solving a 
particular problem. It is also important for the case administrator when case 
maintenance is performed. Cases whose history indicates negative feedback may be 
removed from the case base. Case Provenance is also used in conjunction with 
reputation since it indicates a URL from where the case originated. Encapsulating 
such information in each case will help in maintaining a reliable case base.  

The Problem state description in a PreDiCtS case is based on the taxonomic 
theory. Every problem is described by a list of QA pairs rather then a bag. This is 
required since QA pairs have to be ranked when they are presented to the user. Each 
QAPair is associated with a CategoryName, a Question and an Answer (see Fig.1). 
Each question has a textual description and is associated with a concept from the 
domain ontology through the isRelatedTo relation. We further assume that Answers 
could be either binary or nominal-valued. For this reason we have created two types 
of answer classes, YesNoAnswer and ConceptAnswer. The former is associated with a 
literal represented by either a Yes or a No. While the latter, requires an association 
with a concept in some domain ontology, through the previously mentioned 
isRelatedTo property. The motivation behind the use of this property is related to the 
taxonomic theory, which requires that QA pairs are defined in a taxonomy so that 
during case retrieval, the number of redundant questions presented to the requester is 
reduced. Thus during the case creation stage, each question and answer description is 
associated with an ontological concept defined in the domain of discourse. This is 
similar to how [1] associates ontology concepts with pre-defined questions. In 

henze
4



PreDiCtS we want to make use of such <concept-question> association so that 
questions and answers are implicitly defined in a taxonomy. This association is also 
important when similarities between QAPairs and between cases are calculated.  

 
QAPair

Question Answer

hasQuestion hasAnswer

hasQuestio
nDescription

hasQuestionID

hasAnswerDescription
hasAnswerID

Thing isRelatedTo

Thing

hasQAPairCategory

YesNo
Answer

Concept
Answer

subClassOf subClassOf

xsd:integer

xsd:integerxsd:String

xsd:String

Thingxsd:String

hasYesNoValue isRelatedTo

 

Fig.1: CCBROnto Problem structure 

The Solution in PreDiCtS provides a hook where composition templates can be 
inserted. The main goal behind such a structure is to be able to present abstract 
composition knowledge as solutions to the user’s request and at the same time allow 
for more flexibility when searching for actual services. In fact each Solution is 
defined to have an Action which has a description and isDefinedBy an 
AbstractTemplate. A template can be sub-classed by any service composition 
description, such as that defined by OWL-S. An OWL-S template in this case is an 
intersection between a service, profile and process definitions.  

4. PreDiCtS: implementation issues 

As explained in other sections, the PreDiCtS framework allows for the creation and 
retrieval of cases in its Similarity phase (see Fig. 2). The respective components that 
perform these two tasks are the CaseCreator and the CaseRetrieval. PreDiCtS is 
written in Java and is developed in Eclipse. It uses a MySQL database to store the 
cases and makes use of both Jena and the OWL-S APIs.  

The Similarity phase is triggered by the user whenever she requires knowledge 
related to past compositions. In PreDiCtS the user is not expected to know exactly 
which type of services or service composition are required but she is required to 
answer a set of questions such that the system identifies more clearly what is required. 
Given information related to the domain, the retrieval process is initiated whereby all 
questions in a taxonomy relevant to that particular domain are presented to the user. 
Given the set of questions to choose from, the user can then decide to answer some of 
these questions. Depending on the answers provided, the system will try to find cases  
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Rank Questions
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Retrieve
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User

Knowledge
Engineer

1. Initiate Dialog

2. Ranked Questions
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Questions

4. Ranked Cases

New Case

QA Pairs
Base

Domain & Service
Ontologies

 
 

Fig.2: Taxonomic CCBR in PreDiCtS (adapted from Weber03) 

in which questions where answered in a similar manner. A similarity measure is used 
to rank cases. The questions which are present in the retrieved cases but which are 
still unanswered, yet are related to the problem, are then presented in a ranked order 
to the user. The process continues until the user either chooses a case which includes 
a suitable solution or else, in absence of such a case, decides to adapt one of the most 
similar cases, thus further personalising the solution to her needs. The user can also 
opt to create a case from scratch to meet her requirements.  

In the next sections we will describe the above mentioned PreDiCtS components 
by referring to an example from the health domain which deals with the combination 
of services that are used when a patient is admitted to hospital. 

3.2 Case Creation 

The CaseCreator component allows the expert user to add a new case to the case base. 
A case c can be defined as c = (dsc, cxt, {q1a3….qiaj}, act, frq) where; 
dsc is a textual description of the case. 
cxt represents a set of context related features, such as Role and CaseCreator 
information based on foaf. 
{q1a3….qiaj} is a representation of the problem state by a set of question-answer pairs 
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act denotes the solution which is represented by service composition knowledge 
stored in an abstract template. 
frq, is the frequency with which a case is reused. 

 
Title: New patient enters hospital with shortness of breath.

Context Knowledge of Creator:
        Role: Doctor
        Name: John Care

Specialistion: URTI and Cardiovascular Conditions
        Works with: Profs. Mary Nice

Question-Answer pairs:
         New Patient? Yes
         Patient's details taken? Yes
         Patient's age less than 16? No
         Patient has shortness of Breadth? Yes
         Admit to ward? Yes
         Preliminary assessment? Yes
         Doctor on call summoned? Yes
         Room allocation sought? Yes
         Patient's records updated? Yes
Solution:
         Sequence (details, assessment,SplitJoin(doctor, room),  records)

<owl:Class rdf:ID="RoomAllocationService">
  <rdfs:subClassOf rdf:resource="#Person"/>
</owl:Class>
<owl:Class rdf:ID="Condition"/>
<owl:Class rdf:ID="BreadthCondition">
 <rdfs:subClassOf rdf:resource="#Condition"/>
</owl:Class>
<owl:Class rdf:ID="PatientService">
   <rdfs:subClassOf rdf:resource="#Room"/>
</owl:Class>
<owl:Class rdf:ID="">
   <rdfs:subClassOf rdf:resource="#Room"/>
</owl:Class>
<owl:Class rdf:ID="PatientRecord">
  <rdfs:subClassOf rdf:resource="#Document"/>
</owl:Class>
<owl:Class rdf:ID="Doctor">
 <rdfs:subClassOf rdf:resource="#MedicPerson"/>
</owl:Class>
<owl:Class rdf:ID="Doctor_OnCall">
 <rdfs:subClassOf rdf:resource="#Doctor"/>
</owl:Class>

New Patient details Service

Assessment Service

Doctor On-Call
Service

Patient's Record
Service

<owl:Class rdf:ID="Patient">
  <rdfs:subClassOf rdf:resource="#Person"/>
</owl:Class>
<owl:Class rdf:ID="Condition"/>
<owl:Class rdf:ID="BreadthCondition">
 <rdfs:subClassOf rdf:resource="#Condition"/>
</owl:Class>
<owl:Class rdf:ID="RoomAllocated">
   <rdfs:subClassOf rdf:resource="#Room"/>
</owl:Class>
<owl:Class rdf:ID="">
   <rdfs:subClassOf rdf:resource="#Room"/>
</owl:Class>
<owl:Class rdf:ID="PatientRecord">
  <rdfs:subClassOf rdf:resource="#Document"/>
</owl:Class>
<owl:Class rdf:ID="Doctor">
 <rdfs:subClassOf rdf:resource="#MedicPerson"/>
</owl:Class>
<owl:Class rdf:ID="Doctor_OnCall">
 <rdfs:subClassOf rdf:resource="#Doctor"/>
</owl:Class>

Room Allocation
Service

 
 

Fig. 3: Adding a new case  
 

The example presented in Fig. 3 represents the combination of knowledge that is 
required to build a new case. PreDiCtS takes into consideration both domain and 
composition knowledge and combines them, based on the knowledge of the creator. 
In the example, the case creator is a Doctor (John) who specialises in URTI (Upper 
Respiratory Tract Infections) and cardiovascular conditions. The case in question 
represents the situation where a new patient, who is more then 16 years old, has 
entered hospital with shortness of breath. The creator enters context information about 
himself and any relations that he has with other persons. In this scenario, John has 
work relations with Professor Mary Nice. This information provides for a level of 
reputation in the expertise of the creator. The composition knowledge in this case 
represents a number of services that the hospital system wants to use to efficiently 
cater for patients entering hospital. This particular functionality is required to monitor 
the patient from the moment that he enters the hospital until he is comfortably 
stationed in a room.  

To add service information to a case, the creator can use a visual component which 
is based on UML activity diagrams, though other representations, which are more 
user-friendly, are being considered. Each visual representation is mapped into a 
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process model representation. In this work we use OWL-S as the underlying language 
for this representation.  

A service definition in OWL-S is just a place holder for information relating the 
profile, process and grounding. We are not considering any grounding knowledge at 
this stage, since this will be tackled later on in the Integration phase when actual 
service bindings are sought. As regards the profile, we only consider that knowledge 
which is relevant and which is not tide to specific providers. The profile part of the 
template includes the definitions of inputs and outputs, profilehierarchy and 
references to the process and service components. The profile hierarchy is considered 
to be of particular importance since it represents a reference to the service domain 
knowledge, that is, it identifies the taxonomic location of a particular set of service 
profiles. We think that such ontologies will become increasingly more important in 
relation to best practice knowledge. The template also provides information related to 
how a number of service components are combined together. What is most important 
here, are the control constructs such as Sequence, If-Then-Else, and Split that 
determine the order of execution of the service components. These service 
components are defined through the OWL-S Perform construct which associates a 
particular service component with another by binding its outputs to another service 
component’s inputs.  

An important aspect of case-creation in CCBR is the addition of question-answer 
pairs since they are fundamental for the case retrieval process. Through PreDiCtS we 
allow the creator to either reuse existing QA pairs or create new ones. Textual 
questions are associated with concepts defined in ontologies and this provides an 
implicit taxonomic structure for QA pairs. Such association provides the possibility to 
reason about these concepts, and also to limit the number of questions to present to 
the user during the retrieval process. The taxonomic theory requires that each case 
includes the most specific QA pair from a particular taxonomy. Given the open-world 
assumed by ontologies on the Web, we assume that the knowledge (triples) associated 
with a set of QA pairs is closed by adapting the idea of a local-closed world defined 
by [12].  

Adding a new case to the case base is mainly the job of the knowledge expert, 
nevertheless we envision that even the not so expert user may be able to add cases 
when required. For this reason we have used the same technique as that used by 
recommending systems and also adopted by [21], which allows case-users to give 
feedback on the utility of a particular case to solve a specific problem. 

3.3 Case Retrieval 

Similarity is based on an adaptation of the taxonomic theory, and is divided into two 
steps, similarity between question-answer pairs and an aggregate similarity to retrieve 
the most suitable cases. The prior, involves the similarity between the QA pairs 
chosen by the user and those found in a case. In the taxonomic theory two pairs are 
defined to be more similar if the one found in the case is a descendant (therefore more 
specific) of the other, rather then its parent (therefore more generic). Though we have 
adopted this similarity assessment metric, we take into consideration that each QA 
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pair is a set of triples or rather an acyclic directed graph. Thus similarity between QA 
pairs is based on the similarity between two such graphs. The taxonomic similarity is 
calculated as follows: 

sim (CQ1,CQ2) =

1                           if CQ2 ⊆ CQ1

(n+1-m)/(n+1+m)  if CQ1 ⊆ CQ2

0                           otherwise  
 
where,  CQ1 and CQ2 are concepts 
 n=  number of edges between CQ1 and the root i.e. the concept Thing 
 m=  number of edges between CQ1 and CQ2
 

Having calculated such similarity between QA pairs then an aggregate similarity 
metric is used to calculate the overall similarity between the user query QU and a case 
problem description, PC. This aggregate similarity is calculated as follows: 

Σ sim( CQ i , CQ j )
i∈ QU , j∈ PCsim (QU, PC) =

T  
 
where, T in the original taxonomic theory represents the number of taxonomies, here 
it represents the number of different ontologies that are used to define the concepts 
found in the QA pairs.  

We are also looking at other research work which provides for similar measures, in 
particular work related to ontology-based similarity measures [13], [16] and semantic 
distance [5], [14]. Such work is important since it does not only consider the 
taxonomic similarity between concepts but also similarity based on the number of 
relations and attributes associated with the concepts.  

4. Conclusion 

In this paper we presented the main concepts behind PreDiCtS. The use of CCBR as a 
pre-process to the service discovery and composition is promising since it provides 
for inherent personalisation of the service request and thus as a consequence also 
more personalised compositions. We also presented CCBROnto as a case definition 
language which allows for seamless integration between CCBR and the Semantic 
Web, by providing reasoning capabilities about concepts within the case definitions. 
Nevertheless, there is still a lot to be done, especially where it comes to case 
generation and evaluation. A case base can only be evaluated effectively if the 
number of cases is large. We are infact considering the possibility of generating cases, 
for experimental purposes, by extracting the required template knowledge from 
already available service descriptions and then adding context information and QA 
pairs. Other issues for future consideration include the design of the questions and the 
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way in which they are associated with ontology concepts, the effective evaluation of 
the similarity metrics used with an eye on work being done on semantic similarity and 
also the inclusion of an adaptation component. The latter will provide for more 
personalisation of the solutions presented by PreDiCtS and thus also of the services 
that will be presented to the user. 
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Abstract. Personalization mechanisms on the web today are clumsy
and obtrusive, because users need to log in to multiple websites and
enter their personal information and preferences separately for each. In
addition, the user profile is different for each website and cannot be
combined with other information on the web. Using Semantic Web tech-
nologies, in particular FOAF, we can identify the person browsing to the
website. In this paper, we propose an extension of the HTTP GET method
to include a new parameter that points to the URL of the user’s FOAF
file. This simple, but powerful extension enables the web server to use
information contained in the person’s FOAF file to personalize the web
pages returned. We also present a proof-of-concept implementation by
customizing our institute welcome page using a visitor’s FOAF file.

1 Introduction

No one knows you are a dog on the Internet, or so the saying goes. While this
may have its advantages, letting websites know who you are enables them to
personalize your web surfing experience, serving you information customized for
your needs and preferences. Knowing the interests, activities, acquaintances or
accessibility problems of a user, the web site can adapt the web pages it serves
and offer a personalized, familiar and welcoming experience for the user. The
personalizations may include content personalization (show me the things I am
interested in), or link personalization (show me only those links that I am likely
to click on) and structure/navigation personalization (reorder the website as I
am likely to understand and search through it). Several studies have explored
the use of personalization and knowledge of people’s activities on a website to
support web browsing and have found it to considerably enhance the browsing
experience for users [15].

A key requirement for enabling such personalization is that the web server
must be able to identify the person visiting the website and know her characteris-
tics and preferences. Currently, the vast majority of sites attempt to personalize
the user’s browsing experience by requiring the user to create an account on the
website and login every time a personalized service is used. Amazon and Yahoo!,
for example, follow this model. However, this is quite painful as the user needs
to remember multiple logins and usually go through a log-in procedure at every
site, which disturbs the smooth flow of web browsing. What we really want is a

henze
11



seamless experience, where the person decides which profile she wants to adopt
and then websites automatically recognize her and offer her customized content.
Ideally, the user should not even be aware that she needs to identify herself to a
website, but is naturally offered information relevant to her.

What we need therefore is a user-side personal profile that describes a person
and her interests, affiliations and acquaintances in an open standard. Semantic
Web [2] technologies provide exactly this in the form of a FOAF (Friend of
a Friend) [3] file. In this paper, we propose a personalization mechanism that
allows a web server to identify a user’s FOAF file with every page request.
The web server may then use the information in the FOAF file to personalize
the page it returns, potentially retrieving additional information on the web in
the process. This is where the advantages of using Semantic Web technologies
become apparent. Since the FOAF file is in RDF [1], the information it contains
can easily be combined with other RDF information on the web.

In the following, we first discuss the concrete details of our approach (sec-
tion 2) and then related work on personalization mechanisms (section 3). We then
demonstrate the feasibility of our approach through a proof-of-concept imple-
mentation in section 4, showing how the AIFB website personalizes its welcome
page with information from a visitor’s FOAF file. Of course, this is still a fairly
simple use of the information. More sophisticated usage of the data in the visi-
tor’s FOAF file can enable a range of scenarios as discussed in section 5. Finally,
we discuss some of the implications of our approach, in particular with respect
to privacy in section 6, before summarizing the contributions of the paper in the
concluding section 7.

2 Approach

We rely on a user’s Friend Of A Friend (FOAF) [3] profile to personalize her
browsing experience. The FOAF vocabulary is one of the most popular RDF
vocabularies on the web and describes a person, in terms of several attributes of
the person, such as homepages, affiliations, photographs and contact details, as
well as specifying the acquaintances and friends of the person. Millions of FOAF
files already exist, and are particularly popular within the blogging community.

The FOAF vocabulary definitions are written as RDF [1] statements. This
allows software to process the FOAF information and follow links to the FOAF
files of friends and acquaintances to gather as much information as it needs.
Using RDF as a description format has another advantage: we can easily combine
FOAF statements with statements from other RDF vocabularies, such as RSS1

for describing blog feeds, and the Web of Trust (WOT) Schema, to describe
signatures on RDF documents, or geographical location vocabularies. Thus, a
FOAF file can contain all kinds of information about the user and point to files
with more specific information about the user. The web server can use as much
of the information as it understands, ignoring the rest. So the system allows

1 http://en.wikipedia.org/wiki/RSS (protocol)
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for a very graceful performance degradation, and still enables it to express any
information that could be useful for personalization.

To give web servers access to a user’s FOAF profile, we extend HTTP’s GET
method to include a new parameter that points to the URL of the user’s FOAF
file. When the web server receives a GET request, it examines its parameters
in order to determine which information to send back. At the most obvious
level, this includes the web page to return. However, there is also an element
of browser-personalization involved. For example, depending on which browser
is requesting the page, Internet Explorer or a Mozilla browser, the web server
can present different versions of the web page best suited to the browser. By
extending the GET parameter to point to a user’s FOAF file, the web server can
fetch information about the user and customize the returned page for the user.

This is a fairly simple idea, but it is attractive for several reasons:

1. By relying on the HTTP protocol, we are using the lowest common denomi-
nator when it comes to web access, so this method can be used with minimal
modifications by most websites.

2. This eliminates the need for the user to login to a site explicitly, with all
its associated problems of remembering the login/password details, the time
and effort required for the login procedure as well as the break in the smooth
navigation through the web.

3. Personal information is within the control of the user rather than multiple
websites, so the user can decide what information to expose. Unlike previ-
ous user passport methods [12], the FOAF files are simple to understand,
straightforward to create, and based on an open standard format.

4. The FOAF file is passed with every HTTP GET call, enabling the user to
change profiles within a given session.

3 Related work

There are several mechanisms used currently for achieving personalization on the
web [9]. These include server-side accounts, which require the user to create an
account on the website and log in to it when making use of personalized services,
cookies, used for storing identification and user preferences on the user’s machine,
and identity profiles, such as Microsoft Passport [12], AOL Screen Name2 or
OASIS Open Identity, which provide a single sign-on for multiple services.

Server-side accounts are provided by most major websites and portals such
as Amazon and Google, and cookies are used (often indiscriminately) by an
even larger number of websites. However, there are distinct disadvantages to all
of these approaches. To begin with, none of these mechanisms give fine-grained
control to the user of the information he or she is presenting to a website. Server-
side accounts usually require a standard list of information regardless of whether
and how it is used subsequently. Furthermore, there is no single point of control
for the user. With server-side accounts, user information is scattered all over
2 https://my.screenname.aol.com/
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the web, tied up in hundreds of websites for the typical web surfer. Cookies,
simple site-defined key-value pairs, do store information on the user end, but
since the format is defined by the web site, more often than not the cookies are
meaningless to the user. Since cookies are site-specific user information, often
the same information, such as the geographical location of the user, is stored
in multiple cookies for different websites. Identity profiles do present an unified
store of user information, but these are typically stored in proprietary formats at
the vendor end, such as Microsoft or AOL, thus again compromising user control
of her information. With our approach based on FOAF files, information is stored
in open standards on the user end, allowing for user control of a centralized
store of her information. In addition, since FOAF uses Semantic Web standards,
FOAF information can easily be combined with other Semantic Web information,
further enhancing its value.

Secondly, the majority of these personalization mechanisms do not store so-
cial information about friends, acquaintances and colleagues. Assuming the user
has made extensive use of social community sites, such information is locked
in multiple websites, such as LinkedIn3, OpenBC 4 and Yahoo! 5. This means
that the user has to tediously enter the same people in multiple websites and
the communities often have different kinds of contacts (for example, OpenBC is
used extensively and and almost exclusively in Germany), which are not con-
nected to each other. The FOAF files allow us to not only present a single-point
for describing all contacts, but also enable combining this information with the
web browsing behavior, so, for instance, a web site can tell you which of your
friends visited the site recently.

Despite the single point of control, our approach does not eliminate the need
for site-specific user profiles and preferences. Despite generally preferring large
text sizes, a user may still want to specify that she prefers the standard text
size on Yahoo!. Such information may still need to be stored at the web site
end. However, our approach does mean that the user always has a set of de-
fault preferences and the site only needs to save information about site-specific
preferences that differ from the default preferences. The primary criticism of
user-centric identity management has been that it is not portable [11]. Personal
information stored on one computer cannot be easily transferred to my mobile
phone. This is a non-issue in our case, since the identity as FOAF file is always
accessible over the web. Of course, this can lead to security and access control
issues, which we refer to in the discussion (section 6).

4 Implementation

Extending the HTTP GET request requires modifications on both the client and
the server end. At the client end, the web browser must be extended to include
a link to the user’s FOAF file when sending a GET request to a web server. At
3 https://www.linkedin.com/
4 https://www.openbc.com
5 http://www.yahoo.com
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the server end, the web server must be able to understand the HTTP protocol
extension and read the FOAF file pointed to. In the following, we discuss our
proposed HTTP protocol extension, the implementation of the extension for the
Mozilla-based Firefox web browser6 and the modification of the AIFB Semantic
Portal7 [7] to make use of the extension.

We extended the HTTP protocol in conformance with the HTTP specifica-
tion RFC2616 [6]. We added a new line, a property XFOAF, that specifies the
URL of the user’s FOAF file [3]. A web server that is aware of this extension
may then fetch the FOAF file, require additional resources if needed, and then
process it appropriately. All other web servers can simply ignore the line, since
according to RFC2616, unrecognized header fields should be ignored and must
be forwarded transparently. Thus the user experience does not change in any
way when visiting pages unaware of this extension. Figure 1 shows an example
of an extended GET call.

http://www.aifb.uni-karlsruhe.de/english

GET /english HTTP/1.1

Host: www.aifb.uni-karlsruhe.de

Accept: text/xml,application/xhtml+xml,text/html

XFOAF: http://nodix.de/foaf.rdf

Fig. 1. An example of an extended GET request.

On the browser side, we used the HTTP extension with the Mozilla based
Firefox browser. We used the Firefox plugin ModifyHeaders8 to add an XFOAF
header and an appropriate value. We tested the extended GET with several web-
sites, and as expected we did not encounter any problems. Although Modify-
Headers already provides us with all required functionality (deactivating the
extension, changing the XFOAF value on the fly, etc.), the user interface is too
technical by far for the casual user.

On the server side, we enhanced the AIFB Semantic Portal, the official web-
site of the AIFB research institute, to make use of the extended HTTP requests.
The portal is a ZOPE application9 and offers several semantic features, like a full
export of its data in OWL, using several vocabularies like SWRC [14], FOAF [3],
and vCard [5, 8]. The portal also provides a SPARQL endpoint to query the data,
and an RSS feed to syndicate news.

Now that the AIFB web server is able to access the user’s FOAF file, it
checks for persons the user says to know. On the main page of the portal the
user is provided with direct links to these persons. From there, she can explore

6 http://www.mozilla.org/firefox
7 http://www.aifb.uni-karlsruhe.de
8 http://modifyheaders.mozdev.org/index.html
9 http://www.zope.org
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Fig. 2. The personalized AIFB portal. The visitor is greeted with his name (top), and
may find shortcuts to all known persons working at the AIFB (lower right quarter).

the person’s publication list, current contact data, given courses, projects the
person works on, and so on. Each user who offers the portal appropriate data
is rewarded with personalized access and will be able to access the information
she looks for much faster than before. Screenshot 2 shows the AIFB portal being
personalized for one of the authors.

As the extended GET request only provides us with the URL of the FOAF
file, we first need to extract the URI of the visitor. We expect the visitor being
connected with a foaf:primaryTopic-relation to the FOAF URL. Now we can
search for information about the visitor, like her name or the persons she knows.
The latter needs to be compared to the local knowledge base. Either some persons
have the same URI in both the visitor’s FOAF file and the server’s knowledge
base, or based on a inverse functional property (like foaf:mbox sha1sum) we are
able to infer the equality of two persons in the two ontologies. We neither force
the visitor to use the same URIs as we do, nor to use any URIs at all (and often
they do not, because it was considered impolite for some time to assign URIs
to persons, and thus inverse functional properties were used for identification).
The described extension was implemented in Python10, using rdflib11.

10 http://www.python.org
11 http://rdflib.net
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5 Use cases

Access to a semantic profile of the person browsing could enable the person-
alization of the browsing experience in several interesting ways. A number of
potential usage scenarios are listed below:

– At a basic level, the web server can use the profile information of the browsing
person to prefill forms on the website. Many web forms ask for information
such as name, affiliation, homepage, all of which have dedicated tags in the
FOAF file. Instead of the user having to manually enter all this information
every time for multiple websites, the visited websites could automatically
retrieve this information from the user’s FOAF file and prefill forms of the
website. The user can then review the prefilled fields, modify them if required
or add information for ‘new’ fields.

– A FOAF file also contains links to known persons. By logging visitors and
comparing them to the user’s acquaintances, she could be notified if someone
she knows visited the site recently. As discussed in [16], knowing who I
know has visited this site contributes to companionability (doing things with
friends), sociability (doing things with people who are similar to me), for
establishing authority, and possibly authenticity. Thus, knowing that friends
have visited this site increases the value of the site to me, and generally leads
to increased site traffic.

– Since my acquaintances are likely to have interests similar to mine, knowledge
of which pages they have viewed on a web site can be used to suggest relevant
pages to me. At the very least, I know about the goals and interests of my
acquaintances and can use this information to better understand the content
on the website. This could be especially useful for large web sites with only
few pages of real value to me, or if I lack expertise in a particular area and
need guidance.

– If the FOAF profile of the browsing user is extended with viewer preference
parameters, such as color schemes, preferred languages or accessibility pref-
erences, such as large font size for visibility-impaired users, the web server
can automatically customize the served HTML pages for the needs of the
user. Such information need not be contained within the FOAF file itself,
but it can point to other standardized specifications of user preferences, such
as CC/PP [13], and the web server can gather the information from there.

The above usage scenarios can be realized within the current web itself. Given
a Semantic Web with richer kinds of information available, additional scenarios
become feasible. Thus, knowledge of the tasks and activities of the user as well
as knowledge of organizational hierarchies that the user is part of could help the
web server to tailor the content it presents to the user.

With more heavyweight infrastructure on the server-side, the web site could
support collaborative filtering over communities and topics. One interesting ap-
plication of our personalization mechanism is the possibility of location-based
messages or reminders for friends. For example, given an intranet or project
website or just any website that is visited often by a group of friends, I might
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want to leave a message to notify me when someone I know has viewed a page
or to leave a personalized message for them to be delivered when they access
a particular page. This is essentially the virtual equivalent of leaving a post-it
note on the community fridge.

Many of these scenarios have been explored in various prototype systems, par-
ticularly in the fields of human-computer interaction and computer-supported
cooperative work. However, these systems have always been standalone and re-
quire non-trivial effort in set-up, meaning that they remain primarily interesting
research prototypes. The main contribution of our work is that we propose a
fairly simple personalization mechanism that relies on open standards and the
Semantic Web, is straightforward to implement and therefore has the potential
to be used on a large-scale in the real world outside laboratory settings.

6 Discussion

Users are basically giving up part of their privacy for the features suggested
in this paper. However, they are now able to control what information they
want to expose in a very fine granularity. The user is able to define several
FOAF files easily and to switch between the one used by the browser on the fly,
or to deactivate them completely. This way they could use another persona in
their leisure time than they do at work. They could also decide to define rules
that determine which persona to choose, if any, according to the website to be
retrieved.

Besides having different personas, a user may also decide to grant different
information about themselves to different websites. A discussion forum about
the Lord of the Rings may get a list of all the fantasy articles the user has
published, but not her academic merits, whereas a job search portal would be
granted access to the latter knowledge but not to the first. To realize this, we
cannot rely on simple static FOAF files. Instead we would need to enable each
user to set up a web service that would decide, according to the user’s settings
and the websites description, which information to deliver. For example, if the
websites specify their privacy practices using standards such as P3P [4], the user
can use this information to decide what information to expose to the website.
This goes beyond the proposal given in this paper, but we can easily extend it by
simply adding the URI of the web service to the FOAF file. No further extension
of the HTTP protocol would be required.

As FOAF files are public files on the web, every user could easily “hijack” the
FOAF file of another person. In order to counter that problem, the web server
may decide to encrypt each delivered page with the PGP public key of the user
which would be included or referenced in the FOAF file. Only a browser that
has access to the private key of the user would be able to decrypt the site. This
also could replace sign-in systems, and free the user from remembering numerous
different passwords, or using the same weak password and login combination in
a plethora of different places. In fact, since users often tend to use the same or
similar login/password combinations for multiple websites, relying solely on this
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authentication method is dangerous. A website provider could potentially use
the login/password combination of the website’s users to access a large number
of other password-protected websites. For example, a merger between services
like flickr and Yahoo! could actually provide the new service provider with a
list of login/password combinations that were used in both websites, and thus
are potentially used in many other websites as well, like MSN. Such knowledge
could be harmful for both the user as well as the vulnerable web sites. A trusted
infrastructure should therefore be in the interest of both the service providers and
the users. By using a public key infrastructure as described above, the overall
security of the web for the users would increase. This feature could be used
independently from the personalization possibilities described in this paper.

In accordance to the spirit of the web, FOAF files are decentralized entities
of varying quality. Some users may decide to offer their name, their interests,
knowledge about their social networks and even such things as e-mail or real
world addresses. Other users may opt not to to provide any of these, or simply
lie about them. But this problem is already manifest on the web. If websites like
news providers or public discussion forums ask for such information, they have
no possibility to check the correctness of this information besides simple validity
checks. Actually, the FOAF approach provides the user with the possibility to
lie more consistently (and relieves them from entering the information again and
again in different places, possibly forgetting or mixing up details), and thus to
build much more trustable personas. This is usually enough for most websites
– they often do not need to validate the correctness of the information, but
rather they just require a basic means to identify their users and build models of
them. That is the reason why cookies are in such wide usage, but cookies have
several further flaws: they may be tampered with or ‘stolen’ by an unauthorized
third-party [10]. Also cookies are not easily transferable from one computer to
the other, whereas a browser on another computer would only require the URL
of the FOAF file in order to personalize all the pages. Both parties, website
providers and their users gain from this situation.

It should be noted that simply by using their publicly-accessible FOAF pro-
files, users do not expose any information to web sites that is not already available
to the websites today. A website like CNN 12 already asks for the user’s name and
email for certain services. Equipped with this information they could use a search
engine to locate the user’s FOAF file and collect the information within. The
approach described in this paper makes this connection more explicit, reliable,
and gives more control to the user.

7 Conclusions

In this paper, we described a simple, backward-compatible extension to the
HTTP protocol that enables a web server to use a visitor’s FOAF information for
considerable personalization of her web browsing experience. We demonstrated

12 http://www.cnn.com
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the feasibility of the proposed extension by implementing it on a proof-of-concept
level for the Firefox browser and the AIFB portal. The information in the FOAF
file becomes really exciting when websites can tell you whether your friends have
visited the same site or the pages they viewed. We would like to explore this
within the context of our own research institute portal and examine the usage of
our personalization mechanism in practice. A user study (or extensive adoption
of the proposed approach) will be required to understand how much informa-
tion users are actually willing to provide in such a setting, and how useful this
information really is in enhancing their web experience.
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Abstract. Trondheim will soon be a wireless city. This gives us an opportunity 
to test and evaluate personalisation in a large scale ubiquitous environment. To 
be able to decide on the contents of a personal profile we use scenarios as a 
starting point. All scenarios are made to fit into the local environment in 
Trondheim. The scenarios presented give an indication for what such a profile 
should consist of and the surrounding context. Semantic Web technologies will 
be investigated as enabling technology for using profile information to fulfill 
the scenarios. 

1   Introduction  

New types of networks and devices bring the whole Internet into everyday lives of 
users through wireless and mobile technologies. Mobile computing is increasing our 
capability to physically move computing services with us [1]. The concept of 
pervasive computing implies the capability to obtain the information from the 
environment in which it is embedded and utilise it to dynamically build models of 
computing [1]. Weiser defined a new type of computing which he called ubiquitous 
computing [2]: “the most profound technologies are those that disappear. They weave 
themselves into the fabric of everyday life until they are indistinguishable from it.” 
The main challenges originate from integrating mobility with pervasive computing. 
Any computing device, while moving with us, should build dynamic models of its 
various environments and configure its services accordingly [1]. 

The small size of mobile terminals make them an ideal channel for offering 
personalised and localised services [3]. It is important to enable the technology, 
generate user experience and catch the attention of new customers. Customers want to 
gain something from using m-commerce, for example better customisation, 
convenience, saving of time and better price deals [4]. 

Chapter 2 describes scenarios for one extended persona. The profile approach and 
Semantic Web technology is introduced in Chapter 3, while infrastructure for 
development and evaluation is presented in Chapter 4. Conclusions and future work is 
presented in Chapter 5. 
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2   Scenarios 

Personas include not only what persons do, but also how they behave (personality, 
skills, properties, experiences etc). Personas combined with scenarios make the 
starting point for our stories.  

2.1 Persona: Jason 

The scenarios will be used as a starting point for development of services and future 
testing. Here we will focus on a single young to middle aged person. We have named 
him Jason. Jason is a well educated man living together with a friend. He does not 
like shopping in particular. However, he goes shopping when he has to, and his 
favourite shopping centre is “Solsiden centre”, with all its exclusive shops and nearby 
restaurants and café/bars. Many of his friends and colleagues live near by, and he 
often runs into familiar people whom he likes to meet or take a coffee with. He uses 
his mobile phone to plan meetings and other activities, and he finds this very useful. 
Hence he never shuts down or leaves his mobile phone unless he has to. Once his 
mobile blacked out, and he lost everything. Jason works in a company located in the 
centre of Trondheim, and his job involves meeting clients and colleagues, and also 
some travelling.  

Jason is 35 years old, single without children, wealthy, educated, works for a 
consultancy company, wants special services and recognition, and owns a car and an 
apartment at Singsaker where he has one room for rent.  

Attributes describe him as curious, demanding, impatient, impulsive, multi-tasker 
but easily distracted. He is experienced with computers and Internet, loves techno-
gadgetry and is open for new impulses. Also, he cares about price/value relationship 
and may discontinue accounts if dissatisfied with services. 

2.2 Scenarios separated in scenes 

Here we present the stories with possible personalisations for Jason during two weeks. 
 
Scene 1: Personal follow-up Monday Jason is out shopping in Trondheim. His 

profile status is set to available. When he enters Solsiden shopping centre he gets a 
sms on his mobile device from one of his favourite shops at the centre as he is 
identified through his Bluetooth mobile. They are giving him a special offer since he 
is a good customer. If he buys some jeans today, he will get bonus points that he can 
use as payment in all the stores in the centre. Jason is a registered customer at the 
shop, and this simplifies the purchase process. He tries out some new jeans that are 
right for him that the saleswoman has found in his size. He decides to buy one. As the 
offer is taken advantage of the purchase is registered at the shop. The merchandise he 
bought in the store is registered by scanning his device and stored in his profile. 

Scene 2: Personal follow-up The following Friday Jason gets a new message 
about accessories and sweaters that will match with his previously bought jeans. As 
the lines are more frequently changed now, he is happy for getting the notification. 
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They ask if he wants a specimen waiting for him so he can try it out later that 
weekend.  

Scene 3: GPS and collaborative community The second week he attends a 
project meeting with a project group that consists of five people. He wants to take the 
client out to lunch in the city centre. Jason requests for a list of five available 
restaurants. His GPS location is registered, and the ranked result list is influenced by a 
restaurant community Jason actively uses. Other factors that influence the list are the 
weather, number of people, preferences, previous experience and availability. Jason 
picks one, and is asked whether he wants to have a look at the menu, but declines. 
When the lunch is over, the accumulated bill for all people is deducted from Jason’s 
mobile company account by scanning his mobile. 

Scene 4: Entertainment and affirmative trading Jason is very interested in 
football. His favourite team is RBK. Therefore he has let a RBK service provider 
access parts of his profile. It finds which players he is most interested in, and how 
often he wants information. Primarily he gets information regularly on results and 
news. In the profile he decides that he also wants to be able to buy tickets and register 
for arrangements and trips. When he accesses the profile he usually uses his laptop. 
The second week RBK is playing a champions league match. He gets a message 
offering him tickets. As the match fits his schedule, he accepts. Payment information 
is exchanged and used to pay for tickets without visiting the sales office. 

Scene 5: Service composition Jason has subscribed a birthday reminder service. 
There he has asked for a notification for his best friend’s birthday. He receives a 
message some days before the big day and is asked if his personal agent can arrange 
something. The profile already knows his preferences and what gifts he has given to 
different people before, and he has access to parts of his friend’s preferences, such as 
her age, interests and detailed wish list. Jason confirms that he needs suggestions, and 
his mobile returns an overview of things and activities he can do to please her. She is 
very fond of flowers, specifically roses. The profile has exchanged information about 
her membership at a beauty salon. They have registered that it’s her birthday, and 
therefore give him an opportunity to buy a gift card with a special discount since she 
is already registered as a good customer. He thinks that the flowers and the beauty 
salon gift card is a good idea, but declines making reservations at one of her favourite 
restaurants. Instead, he finds a recipe for a three course dinner along with a list of 
ingredients he has to buy when preparing it for two persons. 

3   Profiles and Semantic Web 

We have divided a profile into three parts. On the lowest layer we find all the personal 
information. The information is common for every profile, and is what characterises 
each person. Name, address, telephone number and bank account are typical examples 
of what the personal information layer consists of, and as we could see this helped 
Jason e.g. in scene 1. The second layer consists of stable interests. That is, 
information about interests that don’t change frequently. These are individual and 
consist of fields of interests one wants to get information and special offers on. 
Examples of this category can be film, music, sports and computer science. In scene 4 
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we saw how this was useful for Jason in relation to his favourite football club. On the 
top we find temporary interests. Examples of this category can be loan funding, real 
estate brokers and freezer, where one for the time being is interested in buying an 
apartment, or an instant need like restaurant reservations. Scene 3 illustrated how this 
was helpful for Jason when reserving a table at a restaurant. 

The profile should be controlled by the profile owner, and he should be aware of 
what the profile consists of. We will investigate and demonstrate the utility of the 
Semantic Web approach using ontologies as a viable approach to support the 
personalisation services. An important goal with personalisation is not only to deny 
the wrong actors access, but also the get the right people access.  

The Web is evolving towards a collection of services that can interoperate.  It is 
becoming a provider of services rather than raw information. Seamless 
interoperability requires programs to be able to describe their own capabilities and 
understand other services’ capabilities [5]. Ontologies are supposed to offer the 
semantic background for electronic information management and exchange. In m-
commerce, there is a need for dealing with large amounts of information that can be 
distributed and heterogeneous. In electronic business like m-commerce, ontologies 
can provide content management, supply chain management, and value chain 
integration [6]. 

Ontologies, semantic web technology and profiles can be adopted to provide 
extensibility, flexibility, interoperability, and reusability. All the information, which is 
known about the user and his environment in a given point of time, make up the 
context information. We will separate the profile from the context, where the profile 
consists of information about this entity itself, but the where the combination of 
constitute the personalisation. 

For interoperable systems to communicate there must be some agreement on 
coding as well as meaning of data. Agents have to share a model of what the data 
represent in order to obtain mutual understanding of the interchanged data [7]. 
Through reference to published ontologies, agents can understand and reason on the 
knowledge that provides user assistance [6]. The vision is to enable querying, where 
an agent gathers information presented at different resources on the Web and returns 
accurate information to the user.  

4   Infrastructure for development and evaluation 

The existing service platform (PATS) contains support of traditional 
telecommunications services (GSM, SMS, MMS, WAP) over Parlay gateways. Also 
other services such as location servers, streaming services and Map/POI-services are 
provided. A natural extension for us is an identity management/profiling component. 
Different development and execution environments is available on top of the service 
platform for the development of concrete services, for example the use of Service 
Frames for development of J2EE (Server) and J2ME (client) application. For service 
orchestration, one can use traditional modelling approaches and tools. We are also 
extending this with process modelling environments for supporting the modelling and 
enactment of so-called emergent workflow solutions [8]. 
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For the evaluation of services, we are planning to use the Wireless Trondheim 
coordinated city WLAN-network which is currently being developed. The network 
supports high bandwidth to mobile units, and makes it possible to get location data on 
the user working in a nomadic modus to be fed into the PATS location server.  

The long-term goal of Wireless Trondheim is to cover the whole of Trondheim 
with wireless broadband. The area of coverage for the first phase of development is 
limited to Midtbyen (City centre including e.g. the Solsiden shopping centre 
mentioned above) in Trondheim and its surroundings, along with NTNU grounds.   

5   Conclusions and future work 

Personalisation in ubiquitous environments will bring customers and service providers 
closer together. There is an increase in focus on each person as an individual. In a 
mobile environment personalisation will give service providers the opportunity to 
take advantage of this and increase their customer relationship. The profile can 
consists of layers of information; personal information, stabile interests and temporary 
interests. It will be important for the users themselves to control their profile, both 
content and which actors they have exchanged information with. We have described 
the approach using semantic web technology to increase users’ abilities to easily 
express what information and services they need. The scenarios and personas will be 
further developed. This will be helpful to figure out what the profile should consist of. 
We also have to further investigate how we can separate the profile from the context, 
and how the profile and possible context can be used for personalisation. The main 
goal with the scenarios is not to think of killer apps, but rather to think of such 
personalisation issues. 
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Abstract. Personalization is a difficult problem related to fields and applica-
tions ranging from information retrieval to multimedia content manipulation. 
Challenge is greater, when trying to combine traditional personalization tech-
niques with novel knowledge representations like ontologies. This paper pro-
poses a novel contextual knowledge modeling, based on ontologies and fuzzy 
relations and exploits it in user profiling representation, extraction and use. The 
personalized results of the application of this methodology are then ranked ac-
cordingly. The performance of the proposed techniques is demonstrated 
through preliminary experimental results derived from a real-life data set. 

1. Introduction 
Personalization forms an interesting asset used in the field of information retrieval 
(IR), suffering though from information overload, since IR usually tends to select 
documents, many of which are barely related to the user’s wish [3]. Personalization 
uses information stored in user profiles, additionally to the user’s current search or 
query, to estimate the users’ wishes and select the set of relevant documents. In gen-
eral no common distinction exists between different profiling algorithms. Handling of 
personalized information may be decomposed into three tasks tackled within this 
work: i) design of appropriate knowledge representation, ii) design, development and 
application of profiling algorithm and iii) presentation and ranking of results. 

Successful extraction of user profiles, using ontological knowledge [5] is still con-
sidered an open issue, because it is difficult to apply in multimedia environments. In 
order to interpret user queries, we consider contextual information available from 
prior sets of user actions. We refer to this information as contextual knowledge or just 
context. This work deals with exploiting ontology-based contextual information, spe-
cifically aimed towards its use in personalization tasks. The structure of the paper is as 
follows: in section 2, we present our knowledge infrastructure, introducing the notion 
of fuzzy relations in ontologies. In section 3 we explain our user profiling algorithm 

                                                           
1 This research was supported by the European Commission under FP6-001765 aceMedia. 
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and we extract user preferences based on usage history, fuzzy hierarchical clustering 
and ontological knowledge. In section 4, we rank the retrieved results, while in section 
5 we provide early experimental results and in section 6 we present our conclusions. 

2. Ontology-based Knowledge Representation 
It is very difficult to create generic personalization solutions, without having a large 
knowledge at hand. Enriching this knowledge with contextual information results in a 
useful and representative set of user preferences. We define this set as the contextual-
ized set of user preferences. We restrict the notion of context in this work to the notion 
of ontological taxonomic context, defined on top of a “fuzzified” version of traditional 
ontologies. This context implements the necessary knowledge model and is strongly 
related to the notion of ontologies: an ontology can be seen as an attempt for modeling 
real-world (i.e. fuzzy) concepts and context determines the intended meaning of each 
concept, i.e. a concept used in different context may have different meanings. In gen-
eral, ontologies may be described as follows: 

{ }{ }, , , 1.. ,  
i jc cO C R i j n i j= ,  = ≠ , , {0,1} 1

i jc cR C C i …n: × → , =  (1) 

, where O  is an ontology, C  the set of concepts it describes and ,i jc cR  the semantic 

relation amongst two concepts ,i jc c C∈ .  
We define ontological context in the means of fuzzy taxonomic ontological rela-

tions. Although ontologies may contain any type of relations, only taxonomic relations 
are of our interest, since the use of such relations is necessary for the determination of 
the document’s context [1]. Additionally, accurate representation of real-life informa-
tion governed by uncertainty is only possible using fuzzy relations [6]. Consequently, 
we introduce a “fuzzified” definition of an ontology:  

{ }{ },( ) , ,  , 1.. ,  
i jc cF O C r i j n i j= = ≠ , , ,( ) : [0,1]

i j i jc c c cF R r C C= × →  (2) 

, where ( )F O  forms a “fuzzified” ontology, C  is the set of all possible concepts it 

describes and ( ), ,i j i jc c c cF R r=  denotes a fuzzy relation amongst two concepts.   

Unfortunately, current ontology languages (OWL, DL and plain RDF) are not pow-
erful enough to model such an ontology. Thus, we decided to enhance RDF, being a 
standardized, graph-modeled language, with novel characteristics like reification [7]. 
The proposed model is a graph, in which every node represents a concept and each 
edge between two nodes forms a contextual relation between the concepts. Addition-
ally, each edge has an associated degree of confidence, implementing fuzziness. De-
scribing the additional degree of confidence is carried out using “manual” reification, 
i.e. making a statement about the statement, which contains the degree information. In 
the next example concept holiday is related to concept sky with a fuzzy relation isRe-
latedTo and a degree of confidence equal to 0.75. Supposing an RDF namespace dom, 
we have:  
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<rdf:Description rdf:about="#s1"> 
 <rdf:subject rdf:resource="&dom;holiday"/> 
 <rdf:predicate rdf:resource="&dom;isRelatedTo"/> 
 <rdf:object>rdf:resource="&dom;sky"</rdf:object> 
 <rdf:type rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Statement"/> 
 <context:isRelatedTo rdf:datatype="http://www.w3.org/2001/XMLSchema#float"> 
                          0.75</context:isRelatedTo> 
</rdf:Description>  

Following the above principles our knowledge model is able to utilize any type of 
real-life fuzzy relations between concepts. For personalization purposes, we utilize 
two of them, the specialization relation, Sp, and the part relation, P. Relation Sp is a 
fuzzy taxonomic relation on the set of concepts and Sp(x,y)>0 means that the meaning 
of x “includes” the meaning of y. Relation P is also a fuzzy taxonomic relation on the 
set of concepts and P(x,y)>0 means that y is a part of x. Combining the above rela-
tions, we construct a fuzzy taxonomic relation 1( )T Tr Sp P−= ∪ , which is suitable for 
the handling of user preferences. T implies that if the user query contains x, then T(x,y) 
indicates that documents that contain y will also be of interest. The transitive closure 
Tr  is necessary, since the union of transitive relations is not necessarily transitive [6]. 

3. User Profiling 
We illustrated the modeling of contextual dependence between concepts and relations 
using an RDF-based representation and a fuzzy taxonomic relation T. We continue 
with the presentation, extraction and use of user preferences. In compliance with the 
fuzzy notation presented in [6], we adopt the following formal representation of user 
preferences P : 

{ , }P U U+ −=  (3) 
where U + ,U −  refer to the set of positive and negative preferences, respectively. 
Following the sum notation for fuzzy sets [6] U +  and U −  are defined as follows: 

{ }jU U+ += , kj N∈ , /i iU c p− −= ∑ , ni N∈ , n C=  (4) 
k is the count of distinct positive preferences contained in the user profile, ijp+  is the 

degree of participation of concept ic  in jU + , ip−  is the degree of participation of 

concept ic  in U −  and /j i ijU c p+ += ∑ , ni N∈ , kj N∈ , n C= . 
This definition allows participation of a single concept in multiple preferences and 

to different degrees. As all relations existing in the ontology are defined on the set C 
of concepts, we define user preferences on the same set, i.e. user preferences are also 
concepts: P C⊆ .  

If the type of user action included in the user’s usage history demands it (like a 
search action), the set of documents presented to the user prior or after to that action 
is also preserved. These constitute the history documents associated to the specific 
user profile and user preferences are derived directly from them. Each history docu-
ment d is represented as a fuzzy set on the set of concepts that are related to it: 
0

1{ ,  ..,  }  nd c c C+ = ⊆ and preferences are mined by applying clustering algorithms 
on it. Most clustering methods belong to either partitioning or hierarchical, however 
the former require the number of clusters as input and thus are inapplicable [6]. The 
proposed approach may be decomposed into the following steps:  
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• Perform a fuzzy clustering of concepts in order to determine the count of distinct 
preferences that a history document is related to, according to the following steps: 

1. Turn each available concept into a singleton, i.e. into a cluster k  of its own. 
2. For each pair of clusters k1, k2 calculate their distance d(k1,k2). 
3. Merge the pair of clusters that have the smallest distance d(k1,k2). 
4. Continue at step 2, unless termination criteria are met; termination criterion 

most commonly used is a threshold for the value of d(k1,k2). 
• Find the user preferences that are related to each cluster. 
• Aggregate the findings for each cluster to acquire an overall result for each d . 

The key element of the above algorithm is the ability to define a unique distance 
among any pair of clusters, given the input space and the clustering features. We pro-
pose the following distance estimation: 

,
1 2

1 2

1 2
( , )

( , )
i i ix k y k

i F

r x y
d k k

k k

µ

κ
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∈

=
∑

∑
¥

 (5) 

, where ,i Fr i ∈ ¥ is the metric that compares the i-th feature, F the overall count of 
features, 1k  the cardinality of cluster k1 and μ a constant. Obviously, μ=1 approaches 
the mean value and μ=2 yields the Euclidean distance. 

Still, this clustering method creates only crisp clusters and does not allow for over-
lapping among the detected clusters. In real life, a concept is related to a preference 
with a degree in [0,1]  and is also related to more than one distinct preference, making 
“fuzzification” of the partitioning necessary. We construct a fuzzy classifier, in the 
means of a function : [0,1]kC C →  that measures the degree of correlation of a con-
cept c with cluster k. Then, we expand the detected crisp partitions to include more 
concepts. Partition k is replaced by cluster kfuzzy, following again the sum notation for 
fuzzy clusters: 

0
/ ( )fuzzy

k
c d

k c C c
+∈

= ∑  (6) 

Obviously kfuzzy⊇k. The set of preferences that correspond to a history document is 
the set of preferences that belong to any of the detected fuzzy clusters of concepts. 

4. Personalized Retrieval 
Once user profiles are obtained by extracting user preferences from the semantically 
analyzed usage history, our approach to preference-based content retrieval [2] is based 
on the definition of a matching algorithm that provides a personal relevance measure 
prm(x,u) of a document x for a user u. This measure is set according to the semantic 
preferences of the user, and the semantic annotations of the document. In our model, 
the semantics of documents in the retrieval space are assumed to be described by a set 
of weighted domain concepts, attached to the documents as annotations. 

The procedure for matching a content object to the user preferences is based on a 
cosine function for vector similarity computation. For this purpose, we build a vector-
based representation of user preferences from the fuzzy sets defined in the previous 
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section. The user preference vector p is defined by i ij i
j

p p p+ −= −∑ , for each concept 

ci. Then the expected degree of preference of user u for a document x is computed by: 

( ) ( )prm , cos , x ux u x u
x u

⋅
= =  (7) 

, where x stands for the vector of annotations of the document, so that xi is the weight 
of the annotation of the document by each concept ci in the user profile. 

The measure above can be used as is to rank documents, based only on user prefer-
ences, as well as to personalize an explicit user query q, when combined with a query-
based score without personalization sim(x,q), to produce a combined ranking [4]. In 
our approach, we adopted the combSUM model, by which the two rankings are 
merged by a linear combination of the relevance scores: 

score (x,q,u) = λ · prm (x,u) + (1 – λ) sim (x,q), where λ∈[0,1] (8) 
The choice of the λ coefficient in (8) provides a way to gauge the degree of personal-
ization, ranging from λ=0 producing no personalization at all, to λ=1, where the query 
is ignored and results are ranked only on the basis of global user interests.  

5. Experimental Results 
In order to test the proposed techniques, we have conducted early experiments, which 
we describe next. The purpose of the experiments is to test the consistency of the 
preference learning by using them to personalize the output of a visual search engine 
on a corpus of images. The test measures the overall effectiveness of the preference 
learning approach described in section 3, followed by the personalized ranking step 
described in section 4. The dataset set up for the experiments included: 
• A sample “fuzzified” ontology, in RDF format, containing more than 1000 con-

cepts. Relationships between concepts were defined by relation T.  
• A set of 150 documents for usage tracking and preference learning, consisting of 

images with manual free-text annotations. A simple semantics extraction method 
was used to produce ontology-based metadata vectors from the textual annotations. 

• A second set of 100 images for querying and retrieval with similar characteristics, 
but separated from the first one, in order to show non-trivial results, i.e. the system 
being able to predict user preferences for images that were not available at the time 
the user’s interest for specific documents was monitored. 

Based on this corpus, the experiment consisted of the following steps: 
1. A subject selected 9 images from the first set of images displaying works of art, 

which had annotations by concepts such as chapel, fresco, tower, fabric, Padua 
and others. The concept vectors attached to the selected images are automatically 
stored by the system as history documents.  

2. The preferences extraction algorithm is applied and for the sake of simplicity the 
fuzzy hierarchical clustering method identifies only positive user preferences, i.e. 
U + , yielding: 1 / 0.91 / 0.88 / 0.90U health leaders art+ = + + . 

3. The subject is asked to provide preference-biased ground truth data for a “search 
for similar” query on the second document collection, the query consisting of a 

henze
30



photo showing a horse. The user classifies each picture in the collection as relevant 
or non-relevant for the query, according to his own biased judgement. 

4. The personalized search algorithm is run on the same query and collection, using 
an image-based search engine, the output of which is re-ranked by preference as 
described in section 4. 
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Figure 1. Recall/precision curve of the search with and without personalization 

Figure 1 shows the performance of the ranked search results returned in step 4, 
compared to the results obtained without personalization. The poor precision of the 
search without personalization at the lowest recall levels is due to the fact that the 
image-based retrieval algorithm returns initially irrelevant results. Overall experiments 
show that the proposed ontology-based personalization is particularly helpful in diffi-
cult multimedia retrieval tasks. 

6. Conclusions 
We have implemented and tested a personalized retrieval and ranking framework, that 
can be exploited towards the development of more efficient personalization environ-
ments. Its core contribution has been the provision of personalized access to multime-
dia content. We based our efforts on a novel “fuzzified” ontological knowledge 
model, utilizing contextual information and fuzzy taxonomic relations, towards repre-
senting, extracting and using of user preferences. Early results on personalized content 
retrieval are very promising and form an interesting perspective. 
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Abstract. Work domains such as maintenance and logistics planning are char-
acterized by open-ended problem solving and large quantities of heterogeneous 
and distributed information.  Problem-solvers in these domains can benefit 
from semantic web applications for work-centric decision support.  In this pa-
per we describe the need for such technology and the missing links in the cur-
rent state of the art. We also present Adaptive Work-Centered User Interface 
Technology (ACUITy), still in its formative stage, as a way to meet this need.   

1   Introduction 

One can argue that the Semantic Web will deliver the biggest benefits in dynamic 
work domains that are subject to variability in decision-making behavior and infor-
mation needs.  One example of such a domain is logistics and maintenance planning 
for complex systems, which is characterized by large amounts of distributed and 
heterogeneous information that must be accessed and comprehended in a timely man-
ner.  It is also constrained by many business rules, geographically distributed collabo-
ration and problem solving and other factors that influence decision processes.  There 
is often a need to analyze what-if scenarios to evaluate potential courses of action and 
to prioritize work at the plan or project level as well as at the task level. 

Increasingly, decision-makers in maintenance planning are faced with an auto-
mated, proactive information flow that challenges them to cognitively process, ana-
lyze and take action on a large amount of information.  In order to prevent informa-
tion overload, it is critical to find ways to provide users with the right information at 
the right time and in the right format.  What constitutes the right information, the 
right format and the right time will almost always depend on the user’s objective and 
will often depend upon the preferences of the user and his or her unique experiences.   

In domains like this, semantic technology can provide a more truly collaborative 
relationship between humans and computer systems to help manage the type, amount 
and content of information accessed and applied to solve planning problems.  Person-
alization is a cornerstone of this collaboration.  The development of user models has 
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been a key focus for many working toward personalized or adaptive information 
delivery. Other work (e.g. [13], [10]) explores how to infer user models from web 
access data and how to adapt content display and navigation in hypermedia (e.g. [4], 
[7]).  In addition to these research efforts, it is useful to take a work-centric approach 
to semantic modeling for useful personalization, beyond information modeling and 
user modeling based on personal characteristics, navigation and information retrieval.  
In particular, we are exploring three additional dimensions. 

First, we agree with Schwarzkopf [11] that there is a great deal to learn about how 
users make sense of information in semantic applications beyond information re-
trieval.  Others are working in the areas of semantically-enabled searching, informa-
tion management and annotation [11]. We can extend these sense-making activities to 
how users visually reorganize, reformat, or change other properties of information.  
For example, users who manually fuse information using pencil and paper or using 
work aids like spreadsheets find implicit meaning in data by laying out chunks of 
content in different ways, changing the format of the information and highlighting 
information to find new relationships.  We would like to capture those layout and 
formatting choices in a semantic model to help us understand how information be-
comes useful.  

Second, one would expect that user preferences revealed through information se-
lection and layout, and feedback from users about usefulness and meaning are largely 
second-order effects.  We also need to represent the first order effects associated with 
the intrinsic nature of the work that needs to be done and the context in which users 
find themselves faced with the tasks they will attempt to execute.  What is the state of 
the domain in which the users are working and what needs to be done to change that 
state?  Such factors are critical in predicting the relevance of information and the 
effectiveness of a particular format. Thus, we require not just models of the users 
themselves and their perspective on the world, but also higher-level models of the 
work domain and the problems being solved. 

Third, we also need to develop upper-level models of the interaction mechanisms 
necessary to achieve mixed interaction between human users and decision support 
systems.  The Semantic Web represents an important step forward in the very difficult 
problem of representing information so that it can be interpreted by both people and 
artificial agents.  This is a pre-requisite for any meaningful collaboration between 
people and machines.  Another pre-requisite, we believe, is that our human-computer 
interfaces (HCI) be mixed initiative.  It is not acceptable for the program to be in 
control with the human simply providing the inputs and receiving the “right” answer 
generated.  It is also not adequate for the computing platform to simply provide low-
level tools like word processors, spreadsheets or search engines to assist the human in 
performing cognitive tasks without any understanding of what the person is trying to 
accomplish.  Collaboration requires a shared semantics all the way up to the goals and 
objectives of the work being performed and all the way down to the way information 
is passed between user and system.   

Thus, models of the user, the work and the interaction mechanisms between the 
human and the system must be represented and related.  This representation is consis-
tent with previous work in adaptive systems and adaptive hypermedia [2], [3]. 
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The Adaptive Work-Centered User Interface Technology (ACUITy) research pro-
gram has provided us with an opportunity to investigate the modeling of users, work 
domains and HCI constructs to achieve a collaborative environment in which person-
alized content can evolve in a meaningful and responsive way.  In this paper, we give 
an overview of our emerging modeling approach and the architecture we have im-
plemented to tailor content according to the problem being solved and the preferences 
of the human problem solver.  Our goal is to invite further discussion by documenting 
the current state of our technology and sharing ideas for future directions, mindful 
that there are still many open questions to be answered. 

2   Adaptive Work-Centered Support 

First introduced by Eggleston and Whitaker [5], the goal of a Work-Centered Sup-
port System (WCSS) is to “provide an integrated and tailored support system 
that…offers support to work in a flexible and adaptable manner” by customizing the 
user experience and interaction according to the situated context in which work is 
accomplished. A WCSS also emphasizes the importance of the user interface itself as 
a work aid, regardless of automated decision support applications that may also de-
liver helpful information or take action on behalf of the user.  That is, having a work-
space where information can be visually represented and manipulated can be of sig-
nificant benefit to users, whether or not collaborative agents are helping out in the 
background. 

We extend Eggleston and Whitaker’s approach by taking advantage of semantic 
web technology to achieve personalized decision support. We have derived core up-
per level concepts from the three work-centered design principles introduced by 
Eggleston and Whitaker [6], including: 

 
1. The Problem-Vantage-Frame Principle:  Effective decision support interfaces 

should display information that represents the perspective that the user requires on 
the situated work domain to solve particular types of problems. 

2. The Focus-Periphery Organization Principle:  Information that is the most critical 
to the user in the current work context should be displayed in the focal area of a 
decision support display to engage the user’s attention; referential information 
should be offered in the periphery of the display to preserve context and support 
work management.  

3. The First Person Perspective Principle:  The user’s own work ontology (terms and 
meaning) should be used to characterize information elements in the interface dis-
play. 

 
Our vision of an “Adaptive WCSS” is much like a supportive collaborator who 

watches the user and provides whatever is needed while warning the user of pitfalls to 
be avoided. To interact successfully, human collaborators must establish several con-
ditions. First, clear communication is only possible if there is a common vocabulary 
(shared semantics). Second, given that shared language, collaborators must agree on a 
model of the problem to be solved. It is this model of the problem that allows relevant 
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information to be identified and communicated, alternative solutions to be identified 
or synthesized and evaluated, and the success of the process to be evaluated. In the 
next section we present the upper-level concepts we use as a framework to facilitate 
this kind of collaboration. 

3.   The ACUITy Architecture 

ACUITy has three major components: the ACUITy Problem-Vantage-Frame 
(APVF) ontology, the ACUITy Controller and the User Interface (UI) Engine.  The 
high-level architecture is shown in Figure 1. 
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Figure 1. The ACUITy Architecture 

3.1   An Introduction to the APVF Ontology 

Work can be characterized as a series of unfolding problem-solving events [6]. 
Understanding the “intrinsic” nature of the work in terms of the type of problems 
being solved is critical to designing useful work aids.  In the APVF ontology, we 
currently define a problem as something perceived not to be as desired; i.e., a state of 
affairs that requires the user to take action to change some aspect of the work domain.  
Although we regard the modeling of problems as a critical success factor, our model-
ing of problems is just in the beginning stages.  There are many, many different ways 
that problems could be represented to varying degrees of detail.  Thus, we decided to 
start from the other end of the issue and work backwards:  to model how to commu-
nicate information between the application and the user and use that to discover what 
it is about the nature of problems that will be important to model. In other words, 
what should the  system to know in order to effectively personalize information con-
tent and style?   
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Thus, at present, we have one-to-one mappings between problems and the sets of 
information needed to solve them, which we refer to as vantages.  A vantage is a 
“window” into work domain information that provides the user with the particular 
perspective needed to solve a problem or problem set. More formally, a vantage is a 
collection of presentations of information that are relevant for a particular problem, 
along with their properties, which may include level of relevance, preferred position, 
size and other formatting considerations.  

A WCSS frame “instantiates a vantage with specific display and control elements” 
[6]. We interpret this as the properties of a session with one or more vantages, each of 
which will have an associated problem set and a set of relevant information objects. 
In other words, a frame brings a set of vantages into relation via a set of common 
properties to mediate a particular work session. For each domain, the frame is speci-
fied as ‘containing’ vantage objects. The ACUITy Controller manages user sessions 
in terms of frames. With each user session, the user is given the option of creating a 
new frame instance or picking up their work from an existing session frame instance.  

We enable a single frame to be populated by multiple vantages, one of which oc-
cupies the focus of the display while other secondary vantages are easily accessible in 
the periphery. We do this because a user may be working on a problem set that re-
quires somewhat different and discretionary insight into the problem domain without 
losing the overall frame of reference.  Figure 2 summarizes the relationships between 
the Problem-Vantage-Frame model constructs and work, user and interaction models. 

User Model
Interaction 

Model

Work Model

Problem 
Focus

Vantage

UserFrame

 
Figure 2.  Problem-Vantage-Frame Concepts 

A vantage is made up of a collection of presentation objects that are relevant for 
solving a particular problem set. A presentation object captures the what and how of 
displaying a certain set of information to the user. Presentation objects have the refin-
ing property “presentation nature”, which specifies the general type of display. At 
present, ACUITy presentation natures include: 2d graphs, scrolling tables, text (in-
cluding html and plain text documents as well as hyperlinks), display groups, external 
web applications, and user interaction objects such as forms, text entry fields, buttons, 
and various selection mechanisms (lists, check boxes, radio buttons, etc.).  Although 
the type of the display object sets the base presentation style, the user may modify its 
look and feel unless precluded from doing so by ontology restrictions.  

A display object is a type of presentation object that “encodes” work domain in-
formation for presentation to the user. A script captures the exact instructions for 
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retrieving information, whether from the ontology or from an external data repository.  
Work domain information objects may also be refined by filters, which mask some of 
the information in the data source.  

An interaction object, a type of display object, allows the user to take some action 
that will have consequence or side effect, either in the client user interface or on the 
server. In the Web interface, client-side effects are implemented as client-side 
JavaScript. Server-side effects may be specified using a variety of script types. Note 
that the principles of WCSS encourage a mixed-initiative interface in which the user 
may take many actions to access information useful to the work at hand. Thus a par-
ticular state of the user interface might have many interaction objects. 

Data maps define how to transform data returned by a script or a work domain in-
formation object to the format required by a display object. A set of standard maps is 
provided for the most common transformations. A map can also specify use of a cus-
tom plug-in transformation.  

A property of a presentation object that affects its look and feel is referred to as a 
presentation parameter. Unless restricted by the model, presentation parameters are 
accessible to the user at run time for customization. 

The APVF ontology contains many other concepts and properties, which may be 
used and extended to meet the needs of domain-specific applications. It is represented 
in the Web Ontology Language (OWL) and is described in detail in [1]. 

ACUITy and domain-specific work models also utilize upper-level and publicly 
available ontologies. These ontologies define concepts of time, physical versus ab-
stract, problems, scripts, processes, and remote data sources. Scripting capability 
includes support of custom Java code that can implement data access, data transfor-
mation, or side effects. This facilitates integration of ACUITy applications with exist-
ing information repositories and computational models. 

3.2   The ACUITy Controller 

The ACUITy Controller is a Java class (with supporting classes) that provides an 
API to the APVF ontology. It provides special-purpose reasoning over this knowl-
edge base to determine the set of information relevant to the problem at hand or the 
context of work performed. The ACUITy controller queries the ontology to under-
stand where to find data, how to obtain it, and how to bundle it. The controller also 
accepts inputs from the client UI Engine and updates the ontology accordingly.  

The ACUITy Controller selectively persists instance data, enabling the learning 
described below.  It also integrates procedural knowledge (scripts). Some examples of 
the type of procedural actions performed by the ACUITy Controller include: 

− User actions:  e.g. create a new session (“frame”). 

− Auto-populating a new frame with vantages and vantages with presentation ob-
jects. 

− Mapping functions for graph presentation. For example, transforming the results of 
a query into a data series (e.g. create a candle chart), or transforming raw data into 
presentation attributes (e.g. numeric values to graph labels). 
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One can extend the procedural actions provided by the ACUITy Controller by creat-
ing user-defined scripts as new instances of action classes in the ontology. 

The ACUITy Controller is designed for mixed interaction; perhaps the most fun-
damental interaction with the ACUITy Controller is to ask questions and tell new 
information.  For example, a missing property is the name we give to an inconsis-
tency between the necessary conditions imposed by restrictions on an OWL class and 
an actual individual of that class.  For example, our ontology might define the class 
Mother as a Woman with a someValuesFrom class Person restriction on the property 
hasChild. If it is known that Jane is a Mother but Jane has no hasChild property with 
value an instance of Person, we may conclude that Jane has a missing property.  

The ACUITy controller identifies three basic types of actions that can be taken in 
the event of a missing property: 

1. Automatically create a new individual of the class identified as the range of 
the missing property 

2. Ask the user to identify an individual to be the object of a new statement 
with the individual missing the property as subject and the missing property 
as predicate.   

3. Execute a script as specified by the application developer (i.e. do something 
else that may or may not resolve the missing property) 

This gives the ACUITy Controller the ability to allow, without requiring, the user to 
provide missing information. 

3.3   The UI Engine 

The User Interface Engine accepts metadata from the ACUITy Controller and cre-
ates the application’s user interface. It sits between the end client and the ACUITy 
Controller and is meant to be the single interface point between the two entities.  As 
such it interacts with the controller to request information and instruct the controller 
to update information and/or process scripts in response to the user’s actions. 

The UI Engine is made up of controller interface components, client platform ag-
nostic UI component models, and UI renderer components.  At this point we have 
implemented a web client renderer to produce a well-formed HTML document from 
the UI Engine.  

4.   Personalizing Content in ACUITy  

4.1   Users Finish the Design 

In an ACUITy application the users themselves finish the design by deciding what 
information they require to solve a particular problem – defining the vantage they 
need on the problem domain – and changing the characteristics of the information 
display in order to interact with the data more effectively. This type of direct adapta-
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tion is regarded as a critical need in open-ended, information intensive work [4]. 
ACUITy captures in a centralized way the experience of users in open-ended prob-
lem-solving domains as they gather information from many disjoint sources not pre-
cisely identified at design time.   

The user can reconfigure the display by adding and removing presentation objects. 
The approach can be extended to permit ad-hoc additions of information sources. 
Customization of information display includes, but is not limited to, the hiding, order-
ing, and sorting of data table columns, the selection of graph series types, e.g., line 
versus bar, color, and labels, and the type of enumerated selection lists, e.g., drop-
down list versus checkbox versus tabs. The user can duplicate and then modify visu-
alizations as desired. Information in disjoint tables and graphs can also be brought 
into relation by the creation of shared highlight regions, similar to data brushing in 
statistical graphics.  

4.2   Learning Defaults and Patterns 

Learning from accumulated instance data is an implicit benefit of the semantic 
modeling approach taken by ACUITy. As users customize the content and visual 
characteristics of the information that they view in particular problem-solving set-
tings, these changes are stored in the ontology with their context. This past history 
creates the opportunity for a reasoner to infer what information content is most ap-
propriate based on new information that was unavailable during the initial design of 
the web application. This special purpose reasoner then uses this instance data to 
personalize both default content and appearance for new sessions with similar con-
texts. 

Learning can occur at different levels. A single user’s preferences can be learned 
from that user’s past behavior. When user models include grouping of users accord-
ing to role or other shared attributes, learning can occur across peer groups. Sample 
size and predominance thresholds can be used to control the conditions under which 
learned values are used. This level of learned defaults will allow new users to benefit 
from the experience of more experienced users. 

Learning a default from instance data is the recognition of a simple pattern. While 
not yet implemented in ACUITy, peer group learning will provide the basis of estab-
lishing “best practice” information displays. Recognizing beneficial patterns of usage 
across groups of users can lead to new classes of display objects explicitly available 
to developers and users, whereas learned defaults are only implicitly available. Ab-
straction of useful patterns might even extend across application domains. 

5.   Applications Created Using ACUITy  

We have used ACUITy to prototype several web applications of interest to General 
Electric, Lockheed Martin and the US Air Force.  From a developer’s perspective, 
our preliminary experience is that ACUITy is a powerful and very flexible environ-
ment for exploiting semantic technology to create real-world decision support sys-
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tems.  The APVF ontology provides developers of new web applications a starting 
point from which they can create information-rich displays by relatively simple model 
extensions – essentially one models the UI rather than programs it. With respect to 
the user-interface, the developer is also “finishing the design.” For example, a new 
data table can be added to a display through a few simple steps.  The behavior and 
attributes necessary for the table to be constructed and displayed, as well as those that 
allow the user to customize the table display according to their preferences, are inher-
ited. 

We have also prepared a Hello World application that will accompany the release 
of ACUITy to open-source in 2006.  The Professor/Student Course Management 
(PSCM) application illustrates the use of semantic technology to implement work-
centered decision support and the benefits of ACUITy to both application users and 
developers.  We will demonstrate this application at the European Semantic Web 
Conference 2006 Poster and Demo Session. 

Our prototypes are currently in various stages of user testing and we expect that 
the results of those evaluations will guide future development on the reasoning algo-
rithms by which user preferences are learned.  These initial systems will also accumu-
late semantically-tagged instance data that we can use to better understand the rela-
tionship between problems and vantages and the ways in which decision-makers 
make sense of and use information.   

6.  Discussion and Future Directions  

As mentioned earlier, our modeling of problems is only in the early stages.  A sig-
nificant challenge in this regard is one of observation:  how can we detect the type 
and nature of the problem on which users are working and the domain context?  In 
our current work domain of interest, maintenance and logistics planning, there are 
some very interesting possibilities.  New complex systems, such as aircraft, locomo-
tives, medical devices and power systems are being engineered with sensors that 
detect properties of a deployed fleet of equipment.  Information from these sensors 
can be used in prognostics and health management, which can potentially tell us a 
great deal about the problems users face day-to-day and the state of the domain in 
which they are working.  Ambiguity is unavoidable in inferring what the user is cur-
rently working on, but a well-designed mixed interaction approach should serve to 
close the gap (i.e. perhaps the system can ask the user to confirm what he or she is 
working on).    

We would also like to leverage existing efforts to expand our user models (for ex-
ample, UserML and GUMO [9], FOAF [8] and work in semantic portals) and our 
representation of reasoning and rules for adaptation. 

One of our most significant accomplishments to date has been the ACUITy archi-
tecture, in which new semantic constructs and reasoning algorithms can be rapidly 
prototyped in the context of work-centric web applications.  This architecture is not 
only agile with respect to the logic that can be applied, but also with respect to the 
application domain.  We also believe that the upper level concepts we have formal-
ized in the APVF ontology are valuable contributions that can be expanded upon in 
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open source and linked to other efforts in user modeling, adaptation and domain mod-
eling.  One of our next steps is to develop an end user-friendly ontology editor for 
domain-specific extensions of our APVF ontology.  We plan to model problems in 
more depth and implement more sophisticated reasoning and learning capabilities; we 
would also like to expand our ability to allow users to perform ad hoc information 
searches and queries and integrate with web services.  Now that the ACUITy frame-
work is in place, we believe that we are well positioned to make longer, quicker 
strides in those directions and demonstrate incremental value to end users and enter-
prises from semantically-enabled systems.   
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Abstract. In this work we present the results of the EPOS project
with regard to the needs of personalization in the Semantic Web. Focus
of this work is the subjective view of an individual person, expressed in a
Personal Information Model (PIMO). It is matched both with personal
resources (files, e-mails, and websites) of the user and organizational
knowledge (ontologies). A user observation component gathers actions
of the user to calculate the current context with regards to current goals
and matching elements in the user’s PIMO. Combined, the representa-
tion of the user’s stored information and the current context provide a
thorough representation of the user. Desktop applications can use this
representation to provide personalized services. Three special purpose
applications were implemented: a search engine, a context-sensitive assis-
tant, and a tool for filing new information. An evaluation of this approach
showed that it increases productivity and indeed reflects the subjective
view of users. Also, the approach satisfies most of the requirements of
an Adaptive Educational Hypermedia System AEHS. Parts of this work
are published as open source projects. .1

1 Introduction

As Baldoni et al. described in [1]: personalization in the web requires semantic
data markup. The same can be said for the desktop computers: we miss the
markup.

A prerequisite for personalization is a representation information about the
person itself and about the current work context of the person. On desktop com-
puters, we miss the semantic markup of resources like files, e-mails, or browsed
websites. Additionally, we miss the representation of the user’s current work con-
text, what resources is the user accessing at the moment and what are the goals
of the user. On the Semantic Desktop as described in [13, 5] these possibilities
exist. The EPOS project is such a Semantic Desktop and addresses these two
problems, providing the following solutions:

1 This work was supported by the German Federal Ministry of Education, Science,
Research and Technology (bmb+f), (Grant 01 IW C01, Project EPOS: Evolving
Personal to Organizational Memories).
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– A representation of the user’s personal information items, including e-mails,
files, and other data sources using RDF

– A representation of the user’s mental model in a formal representation, using
several layered ontologies.

– A desktop service to capture the current actions of the user, representing
the actions using RDF and then calculating the current context of the user.

In this paper we will give an introduction of the EPOS scenario and describe
the solutions relevant for personalization. Note that we reference elements from
the OWL and RDF/S specifications without introducing them [3, 9].

1.1 The scenario of EPOS

EPOS aims at supporting knowledge workers doing knowledge-intensive tasks.
As an example, a consultant within a German IT company is investigated. The
knowledge worker handles information from various information sources, local
data sources like files stored on his desktop computer or contacts in his local
address-book, organizational data from shared file repositories or ontologies and
web resources. While the organization asks for universally applicable and stan-
dardized persistent structures, processes, and work organizations to achieve and
maintain universally accessible information archives, the individual knowledge
worker requests individualized structures and flexibility in processes and work
organization in order to reach optimal support for the individual activities.

A problem of conventional file-systems (for example on the windows operat-
ing system) is that they do not allow the user to place the same file into two
folders, if the folders represent topics and the files represent articles, then the
user cannot express the fact that an article covers two or more topics using these
structures. A solution to this problem can be reached by using a multi-criterial
classification approach (placing the same file in multiple classes), which is pos-
sible using graph models like RDF. In EPOS, we allow the user to classify a
file stored on the local hard disk by connecting it to one or more entities in the
users’s Personal Information Model (PIMO).

2 The Personal Information Model (PIMO)

The Personal Information Model as created in EPOS was driven by four require-
ments:

– Sound formal basis: The PIMO must support various knowledge services,
among them logics-based services (e.g., ontology-based information re-
trieval). Therefore, the PIMO must employ an expressive representation
language and has to wipe out the contradictions and redundancies of the
native structures.

– Bridge between individual and organizational Knowledge Management: The
PIMO has to incorporate global ontologies, but also has to reflect the changes
and updates of native structures. The PIMO itself should be a source of input
for OM-wide ontologies.
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Fig. 1. The Personal Information Model as semantic middleware between
native structures and knowledge services.

– Maintenance: Adequate means have to be provided that assist the user with
stepwise formalization of native structures and inspection of the PIMO.

Figure 1 shows how such a Personal Information Model is embedded in the
EPOS information landscape and what basic functionality has to be provided to
link the PIMO to the native structures as well as to the envisioned knowledge
services. The central part of the PIMO are formal representations of mental
models, namely people, concepts, processes, etc. Native resources (files, e-mails,
web documents) are expressed using a separate ontology and according services
to transform the native data into this ontology. The services for peer-to-peer on-
tology alignment and organizational-memory (OM) wide ontology management
are described in [19].

The PIMO ontology framework created in the EPOS project consists of six
components, see figure 2. The first half of these components represent mental
models on a conceptual level using formalized domain ontologies. Itself it consists
of three layers: upper-level, mid-level and domain ontologies. Native resources
(files, e-mails, web-pages) are represented using native data vocabularies. For
example, the mental model of the person “Heiko Maus” is formally represented
in many native resources, the address book entry of Heiko Maus is a native
representation of the mental concept of the living person, which is expressed in
a domain ontology or personal model.

2.1 Native structures and data

The personal workspace with its native structures like file- and mail-folder hier-
archies reflects the worker’s personal view of his or her information space. The
underlying conceptualizations are therefore a valuable aid not only to guide the
worker’s information management tasks like storage and retrieval, but also to the
internalization and, ultimately, utilization of new information. Furthermore, due
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Fig. 2. PIMO ontology components

to their continuous development by the knowledge workers, the personal struc-
tures provide an excellent input for the acquisition of organizational knowledge.
However, today’s native structures also have some serious drawbacks. They are
often built ad hoc, which means they only reflect a snapshot of the worker’s view.
They lack formal semantics. Therefore, they are hard to exploit by automatic
information services.

A framework was created to transform several native structures to the RDF
format, this was implemented as part of the gnowsis semantic desktop[12]. By the
end of 2005, we have implemented adapters for Microsoft Outlook (e-mails, ap-
pointments, address book), IMAP e-mail servers, the Thunderbird address book,
several file formats and other applications. External contributors have commited
adapers to the Flickr.com photo website (by Anja Jetzsch and Florian Mittag)
or relational databases (by Richard Cyganiak). Our approach to extracting the
data from native applications using virtual rdf graphs was published in[14]. To
improve the performance of this approach and to open our results to a wider
community, the code for data extraction was moved to the Aperture project on
sourceforge 2. In EPOS, we focused on these data sources of native structures:

– several file formats (bibtex, Microsoft Office, PDF, etc.)
– Microsoft Outlook items (calendar, address book, e-mails, todo list)
– IMAP e-mails
– web-sites browsed in the Firefox browser

2 (http:
aperture.sourceforge.net)
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– weblog entries in the Wordpress blogging system

The data extracted from these native sources is then described using a set
of data-oriented RDF/S vocabularies, represented in the layer of Native Data
Vocabularies. These were selected during creation of the adapter software by the
adapter developers. For example, to represent address book items from Microsoft
Outlook a vCard3 RDF/S representation was taken. Note that these vocabular-
ies were matched to the other PIMO ontologies using subclass relations. The
relations between native resources and other concepts in the ontology layers can
be compared to occurrence-relations in Topic Maps[18].

2.2 PIMO-Basic, PIMO-Upper, PIMO-Mid and Domain Ontologies

Apart from the native structures, the mental models are represented in EPOS
using a multi-layer approach. A similar approach was used by Huiyong Xiao
and Isabel F. Cruz in their paper on “A Multi-Ontology Approach for Personal
Information Management”, where they differentiate between Application Layer,
Domain Layer and Resource Layer. Alexakos et al. described “A Multilayer
Ontology Scheme for Integrated Searching in Distributed Hypermedia” in [4].
There, the layers consist of an upper search ontology layer, domain description
ontologies layer, and a semantic metadata layer.

In EPOS, the ontology layers consist of

– PIMO-Basic: defines the basic language constructs. The class pimo-
basic:Thing represents a super-class of other classes.

– PIMO-Upper: A domain-independent ontology defining abstract sub-classes
of Thing. Such abstract classes are PersonConcept, OrganizationalConcept,
LocationConcept, Document, etc.

– PIMO-Mid: More concrete sub-classes of upper-classes. The EPOS mid-level
ontology serves to integrate various domain ontologies and provides classes
for Person, Project, Company, etc.

– Domain ontologies: A set of domain ontologies where each describes a con-
crete domain of interest of the user. The user’s company and its organiza-
tional structure may be such a domain, or a shared public ontology. Domain
ontologies should sub-class from PIMO-Mid and PIMO-Upper to allow in-
tegration.

– PIMO-User: the extensions of above models created by an individual for
personal use.

The first three layers were created once by members of the EPOS team and
are well suited and quite fix for such knowledge work scenarios, the domain
ontologies are created for real domains and change frequently. For example, a
domain ontology was created to represent the organizational structures at the
DFKI KM lab, named “Organizational Repository”.

3 http://www.w3.org/TR/vcard-rdf
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2.3 The PIMO of an individual user

Using above prerequisites, the Personal Information Model of a user can now be
created by assembling the different parts for a single user.

– PIMO-Basic, PIMO-Upper, PIMO-Mid are imported unchanged
– One or more domain ontologies are imported. The “Organizational Reposi-

tory” of a company can be represented as domain ontology.
– The personal mental model of the user is represented in the user’s own do-

main ontology, called PIMO-User. There personal concepts, ideas, projects,
contacts etc. are represented and matched to domain ontologies. The user
can create his own classes and instances here.

– the native resources on the desktop of the user (files, e-mails, address-book,
etc) are converted to data vocabularies using adapters. They are matched to
the personal mental model and to domain ontologies.

Hence the Personal Information Model (PIMO) of a user can be defined
as the sum of imported upper and mid-level ontologies, domain ontologies, one
personal mental model of the user (PIMO-User), and the native resources found
in heterogenous data sources. It fulfills the requirements stated above: formal
basis, bridge between personal and organizational knowledge, maintenance.

Mappings between ontologies were either realized by using subclass/sub-
property relations to map classes or by using the custom property
pimo:hasOtherRepresentation to express the fact that one instance A1 of on-
tology O1 is represented in another ontology O2 in the instance A2. A1
pimo:hasOtherRepresentation A2 would be the according triple. These map-
pings were primarily used to match instances created by the individual user in
his individual model to instances in domain ontologies. For example, the user
creates an instance for the project “Car-Entertainment” and later connects it to
the instance in the organizational repository representing the same project. As
mentioned above, automatic algorithms to do this were evaluated in [19].

Based on the PIMO of a user, we can now look at the activities of the user,
from which we can derive a model of the user’s context.

2.4 User activity and user modeling

In [16] we presented our approach to capture user activity and represent the
user’s context and goals.

We identified four different levels of abstraction of user activity: The first
level, called Workspace Level, represents the operating system and the applica-
tions that provide access to files, objects and information structures. Observation
at this level results in workspace events such as various mouse clicks, entering
of some text, or starting and handling applications. Data handled in this in-
teraction is described in the Native Data Vocabularies. The User Action Level
contains such user actions as “create new text document”, rather than atomic
mouse-clicks or actions like start text editor or activate File-new menu. Those
user actions will be inferred from a series of workspace events described before.
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While he interacts with the computer, he always has some higher medium term
goal in mind such as compiling an offer to a customer or writing a project pro-
posal. The documents handled can be represented in the PIMO ontologies. Those
user goals are captured in the Task Concept Level and are represented by task
concepts which are concepts in an ontology about such user goals. EPOS will
elicit the users goal(s) from a sequence of the user actions needed to be carried
out to achieve this goal. And, last but not least, the Process Level connects to the
organizational structures processes which are explicitly modelled in the domain
ontology representing the company. If there is a Workflow-Management System
(WfMS) available that also interprets the company ontology, we can connect /
assign the user to running workflows. Workflows can be semantically described
using the same set of task concepts as were eliciting from the users behavior [15].
In EPOS, the integration with the WfMS was realized by a gnowsis adapter [17].

2.5 Relation to existing approaches

The EPOS system as whole is an implementation of a Semantic Desktop, as de-
fined in [13]. Competing semantic desktop implementations, like Haystack, are
also discussed there. It is data and application-centric but misses the require-
ments of personalization, which we find in [1]. In this work titled “Personalization
for the Semantic Web” we find a formalism for an Adaptive Educational Hyper-
media System (AEHS). An AEHS is a Quadruple of Document Space DOCS,
User Model UM, Observations OBS, Adaptation Component AC.

Via the EPOS context elicitation system, the requirements of UM (User
Model) and OBS (Observations) are satisfied. The UM can be either seen as the
sum of all data represented in one user’s PIMO or only by taking the elicitated
context. The OBS requirement is satisfied by the user actions that we described
in short above and in detail in [16, 15]. Rules were used in all stages of the archi-
tecture. A good example for the usage of semantic web rules for personalization
is the gnowsis desktop search, which also fulfills the AC requirement.

3 Personalized special purpose applications

Given the formal representation of the user model in the PIMO framework dif-
ferent use cases were identified in the EPOS project. Three such use cases and
their respective implementation will be described in this paper, in all three cases,
the PIMO framework supplies the ontology data.

3.1 A drop-box for filing

As identified by Indratmo and Cruz[7] and earlier Barreau and Nardi[2], filing
information is a crucial task in personal information management. The EPOS
solution is to provide a special folder for the user, called Drop-Box, where the
user can file information. The name is derived from the Mac OS drop-box. When
the knowledge worker downloads a new file from the internet, it is stored into

henze
48



the special drop-box folder. EPOS analyzes the content of the file and searches
for documents that are similar to the file (using the Brainfiler text classification
system by Brainbot AG). The documents again match to concepts of the user
which again are mapped to the domain ontologies. Note that the training of
documents to concepts has to be done beforehand. The result of this matching
is that the system can suggest which elements of the PIMO of the user match
against the dropped file. The user selects which concepts are really describing
the file and the file is moved to a folder that is related to one of the concepts.
This approach allows the user to use multiple classifications, breaking with hi-
erarchical file structures. By using the drop-box frequently, the categories are
further trained.

3.2 Gnowsis desktop search

For information retrieval, a desktop search tool was created, called gnowsis desk-
top search. Its main input is a fulltext-search field as known from common desk-
top search tools (google desktop). The search reaches across all parts of the
PIMO framework, domain ontologies, native data sources and the PIMO-User.
Internally, the search engine represents the search results in a RDF graph model,
inspired by the Roodolf RDFS model for the Google api4. Our vocabulary con-
tains classes to represent the search request, each returned hit, and more, see
here5. Representing the search results as RDF before rendering them as HTML
output allows EPOS to run personalization rules before rendering the results.
These rules are expressed using the Jena[8] Rule syntax as described in the Jena
documentation. We also embedded the possibility to call additional SPARQL[10]
queries from within the rule engine, hence a rule can decide to expand the search
by invoking another search to the ontologies. Personalized sets of these rules can
be used to expand the search results (increasing recall values) or to filter out
unwanted results (increasing precision). In the EPOS scenario, rules were used
to include defined ontology mappings (hasOtherRepresentation links, see above).
This is a shortened version of the rule set used in the evaluation of the system:

# found something? -> infer other representations via SPARQL\\
(?hit retrieve:item ?x) -> \\
querySparql(’CONSTRUCT { ?x pimbasic:hasOtherRepresentation ?y } ’)

# found a project? -> also show members \\
(?hit retrieve:item ?project), (?project rdf:type org:Project) ->\\
querySparql(’CONSTRUCT {
?project org:containsMember ?m.

}).

4 http://nutria.cs.tu-berlin.de/roodolf/rdfs
5 http://www.gnowsis.org/ont/gnoretrieve
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3.3 Context-sensitive assistance system

This assistant system should react to the current work context of the user (topic,
content, project, etc.) , providing help that matches the current goal of the
user. It should provide help to the user without explicit invocation of it by the
user (pro-active). Also, the user is not always aware that assistance is available
and therefore the assistant has to work in a fashion that is not disturbing the
user, disrupting the user or distracting the user (non-intrusive). The approach
is similar to the Lumière project[6] by Microsoft Research, which in part was
implemented in the Microsoft Office assistant. Also Rhodes’ “Margin Notes”
project[11] aims at a similar goal: while the user is web-browsing, margin notes
loads relevant information from the local files of the user and shows them in a
side-bar in the browser.

The EPOS assistant is implemented in a sidebar component. The user in-
terface of the EPOS assistant can be shown or hidden, as the user wishes. The
sidebar contains also other components like a desktop search field and an ontol-
ogy overview, so the assistant is not taking much screen space. It updates itself
when the user context model changes based on the user actions (as described
above). When the user accesses a resource (for example a web-resource in the
browser), related concepts are identified (using text analysis of the resource) and
loaded. The assistant then shows only the relevant documents, people, projects
and tasks that are related to the current work context. Again, these concepts
are taken from the PIMO-Mid ontology level. The assistant therefore benefits
from the integration realized in the PIMO framework. It is pro-active because it
reacts to context changes detected automatically by the context observation ser-
vice and it is non-intrusive because the shown information relates to the current
work context and the decent screen space that is occupied.

4 Evaluation of the approach

The EPOS project was evaluated using different methods. First Mark Siebert and
Pierre Smits of Siemens Business Services (SBS) adapted the gnowsis desktop
search system and compared it to other systems. The rule system provided by
the gnowsis desktop search was adapted by them to a scenario at SBS, changing
the rules so that they return documents based on a search situation the user
is currently in. The results of this evaluation will be published 2006. Then a
case study was done where eight knowledge workers at DFKI were observed and
questioned over a longer period. Their feedback was collected via two ways: First,
a daily interview (questionnaire) provided subjective, qualitative statements,
and, second, measuring click counts and explicit user feedback during a one
week period delivered qualitative measures. Results of the case-study were:

– The drop-box component increased productivity as it allows to file items
faster than without the assistance.

– The possibility to add multiple categories to a document was used, in the
mean 2.5 categories were attached to a file, which is significantly more than
the single category a hierarchical file system provides.
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– The gnowsis desktop search was used very frequently. Users answered in the
questionnaire that they found unexpected information and that the cate-
gories provided by the PIMO helped during retrieval.

– The subjects stated, that the context-sensitive assistance came up with unex-
pected, surprising information items (e.g., documents) revealing new, useful,
cross-references.

– The participants agreed that the PIMO reflects their personal mental models.

5 Conclusions and Outlook

The EPOS project addressed the problem of knowledge management in het-
erogenous environments. Personalization services for desktop applications need
semantic markup of the resources found on the desktop pc and on the web.
For the scenario of knowledge work in the consulting business, EPOS and the
gnowsis framework provide a layered ontology solution, the PIMO framework.
It represents information with focus on the subjective view of the user. The ac-
tivity of the user is observed and captured in a detailed user context model[15].
This model can be retrieved and used for assistance, as shown in the pro-active
context-sensitive assistant system. Two other special purpose applications were
presented, a drop-box for filing information, and a desktop search system that
allows a rule-based expansion of search results. An evaluation of these three com-
ponents showed that they can improve the productivity of knowledge workers.
Parts of EPOS match to components needed for an AEHS and we suggest that
our approach can assist Semantic Web personalization as such. Implementations
of our work are published as open source projects at www.opendfki.de and will
be continued in follow up projects.

The architecture of EPOS and the PIMO framework provide building blocks
that enable personalization on the Semantic Desktop. The EU project NEPO-
MUK aims at standardizing the Semantic Desktop platform and the results of
EPOS contribute to this effort. The PIMO ontology as it was developed for
EPOS is improved and extended on a regular basis and can be downloaded6.
Currently, parts of the system are re-implemented under the codename “gnow-
sis beta”, a pre-release was already published in March 2006 and a more stable
release can be presented at the ESWC2006 workshop.
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Abstract. In this work we propose the introduction of a decoupling
between personalized curricula and curricula models. A curricula model
is formalized as a set of time constraints, while personalized curricula
are formalized by means of an action theory. Given this framework, it is
possible to make various interesting verification tasks automatic. In par-
ticular, we will discuss the possibility of verifying the compliance of per-
sonalized curricula to models, by using temporal reasoning. Compliance
verification allows to check the soundness of a curriculum customized
w.r.t. available resources and user goals against a model that expresses
temporal learning dependencies at the knowledge level.

1 Introduction

The Semantic Web is concerned with adding a semantic layer to resources that
are accessible over the internet in order to enable sophisticated forms of re-use
and reasoning. In the last years standard models, languages, and tools for dealing
with machine-interpretable semantic descriptions of Web resources have been
developed. In this context a strong new impulse to research on personalization
can be given: the introduction of machine-processable semantics makes the use of
a variety of reasoning techniques for implementing personalization functionalities
possible, widening the range of the forms that personalization can assume.

Learning resources are particular kind of resources specifically useful in an ed-
ucational framework. Especially with the development of peer-2-peer and service
oriented e-learning architectures, it become fundamental to explore solutions for
personalizing w.r.t. the user’s needs the retrieval and the composition of learn-
ing web resources. In our opinion sophisticated personalization functionalities

? This research has partially been funded by the European Commission and by the
Swiss Federal Office for Education and Science within the 6th Framework Programme
project REWERSE number 506779 (cf. http://rewerse.net), and it has also been
supported by MIUR PRIN 2005 “Specification and verification of agent interaction
protocols” national project.
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should combine lesson learnt in the community of traditional educational sys-
tems (especially for what concerns the re-use of learning resources), and the new
possibility of running reasoning techniques developed in the AI community over
the semantically annotated learning resources.

In recent years, the educational systems community has focussed greater and
greater attention to the problem of separating the contents of learning resources,
from the means that is necessary for taking advantage of the contents. The chief
goal is to enable a reuse of the learning resources, where re-use is more and
more often intended as a process by which the contents of a new complex learn-
ing resource, e.g. a course, are assembled, at least partly, starting from already
encoded contents, the optimal situation being a complete decoupling of the re-
sources from the platforms used for playing them. A first significant step in this
direction is represented by the birth of SCORM [1] and of Learning Design [13,
14]. The former allows to build a new course (formally, a new SCO) on top
of existing SCOs or assets. The latter, is focussed on the design of processes
and workflows among a group of actors that take part to the learning activi-
ties. These tools, however, suffer the lack of a machine-interpretable information
about the learning resources, for enabling forms of automatic composition and
of verification, possibly based on reasoning.

Standard languages for semantic annotation like RDF [16] and LOM [12]
can be used for filling this lack and adding some meta-data to the resources. In
particular by meta-data we can supply information on the learning resources at
the knowledge level, e.g. knowledge about the learning objectives of the resource
and its prerequisites. Given such kind of annotation, we can interpret a learning
resource as an action, that can profitably be used if the learner has a given set
of competences (preconditions); by using it, the learner will acquire a new set
of competences (effects). As we have shown in previous work [3, 2], given an an-
notation of resources with preconditions and effects one can rely on a classical
theory of actions and applying different reasoning techniques for offering differ-
ent kind of personalization functionalities. For instance, one could use classical
planning for performing curriculum sequencing, i.e. for selecting and sequencing
a set of resources which will allow a user to achieve her/his learning goal [3].
Moreover it possible to exploit temporal projection for validate a student-given
curriculum verifying whether all the preconditions are respected [2]. Last but
not least it is possible to exploit procedural planning for performing curriculum
sequencing at the level of university courses, in order to help a student to cus-
tomize a curriculum offered by the University w.r.t his/her interest [2]. In our
previous work all these tasks were accomplished by exploiting the metaphor of
learning resources as actions and the representation at the knowledge level of
the student learning goal and knowledge profile. We exploited a reasoning engine
based of the logic language DyLOG [4], that provided a unified framework for
performing both classical and procedural planning and temporal projection.

In this work we aim at taking a step further on this line of research and
we focus on a kind of verification that can be profitably combined with the
curriculum sequencing personalization functionalities investigated in previous
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work, by leading to implement sophisticated personalization applications in a
unified framework. Given a semantic annotation of the resources based on the
metaphor of resources as actions, we will focus on a new kind of reasoning, which
can be accounted as a compliance verification of personalized curricula w.r.t. a
curricula model. Personalized curricula are intended as learning paths through
learning resources personalized w.r.t. specific user need, e.g. they could be the
result of a curriculum sequencing method that exploits the planning techniques
mentioned above. Curricula models specify general rules for building such paths
and can be interpreted as constraints. These constraints are to be expressed
in terms of knowledge elements, and maybe also on features that characterize
the resources. If such resources are courses, they should not be based, generally
speaking, on specific course names. So a constraint might impose a lab course
to be attended after a theory course on the same topics but not that the course
C123 should follow C122.

Verifying the compliance a curriculum to a model means checking: first of
all, that the resources are sequenced in such a way that their preconditions are
respected, that the learning goal is achieved in the end, and that along the
sequence the constraints imposed by the model are satisfied. In the following
we present a preliminary proposal for a knowledge representation that suits the
outlined problem domain and sketch the techniques by which the comparison of
courses to constraint-based schemas can be performed.

Compliance verification can be useful in many practical cases where the need
of personalizing learning resource sequencing w.r.t. to the student desire has to
be combined with the ability to check that the result of personalization fit some
abstract constraints, possibly imposed by a third party. A given University could,
for instance, certify that the specific curricula that it offers for achieving a cer-
tain educational goal -that built upon the local university courses- respect some
European schemes defined at the abstract level of competence. Such automatic
checking of compliance combined with curriculum sequencing techniques could
be used for implementing processes like cooperation in curriculum design and
curricula integration which are actually the focus of the so called Bologna Process
[8], promoted by the EU ministers responsible for higher education: “Curriculum
design means drawing up of a common study path aimed at reaching the educa-
tional goals that have been jointly defined. In these schemes the partners offer
specific segments which complement the overall curriculum designed”. Further
use cases are sketched in the conclusions.

2 Knowledge representation and verification

In this section we discuss about the possible formal representations of specific
curricula, intended as sequences of learning resources (e.g. documents or entire
courses) and curricula models, intended as specifications of general schemata for
achieving a certain educational goal, where relationships among competencies
are described.
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2.1 Description of resources based on an action theory

Let us consider a specific curriculum as a sequence of resources, that are homoge-
neous in their representation. Based on work in [2, 3], we represent such resources
in an action theory, taking the abstraction of resources as simple actions. We
interpret a learning resource as the action of acquiring some knowledge elements
(effects); it can be used only if the user owns given knowledge elements or compe-
tencies (preconditions). Thus, a resource can be described in terms of knowledge
elements. For instance let us use a classical STRIPS-like notation for describ-
ing the resource called db for biotech with prerequisites relational databases and
effects scientific databases as:

ACTION: db for biothec(),
PREREQ: relational db, EFFECTS: scientific db

Fig. 1. The labels on the edges, r1, r2, ... rn, represent learning resources. The states
Si represent sets of competences that are available at a given time.

As mentioned in the introduction, the idea is to introduce a semantic anno-
tation of learning resources that describe both their pre-requisites and effects,
as done in the curriculum sequencing application in [3].

A curriculum is a sequence of resources/actions. Actions in the sequence
cause transitions from a state to another, starting from an initial state up to
a final state. The initial state represents the initial set of competences that we
suppose available before the curriculum is taken (e.g. the basic knowledge that
the student already has). This set can also be empty. The subsequent states are
obtained by applying the actions (resources) that tag the transitions. Each of
such actions has a set of preconditions that must hold in the state to which the
action is applied and cause some modifications that consist in an update of the
state. The prerequisites of action ri must hold in the state Si−1. The state Si

is obtained by adding to Si−1 the effects of ri. See Figure 1. We assume that
competences can only be added to a state after executing the action of attending
a course (or more in general reading a learning material). The intuition behind
this assumption is that no new course will ever erase from the students memory
the concepts acquired in previous courses, thus knowledge grows incrementally.
Formally, it correspond to assume that the domain is monotonic.
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2.2 Curricula models

Curricula models are to be defined on the basis of knowledge elements as well. In
particular, we would like to restrict the set of possible sequences of resources, by
imposing constraints on the order by which knowledge elements are added to the
states, e.g. “a knowledge element α is to be acquired before a knowledge element
β”, “a knowledge element α is guaranteed to be acquired”, “the acquisition of α
implies that also β will be acquired subsequently”. Therefore we will represent
a curriculum model as a set of temporal constraints. Being defined on knowledge
elements, a curriculum model is independent from the specific resources that are
taken into account, then, it can be used in an open and dynamic world like the
web. A set of similar constraints defines a schema that can be used for checking
user specific curricula intended as sequences of actual resources.

A natural choice for representing temporal constraints on action paths is
linear-time temporal logic (LTL) [7]. This kind of logic allows the verification
that a property of interest is true for all the possible executions of a model,
which in our case corresponds to the specific curriculum. This is often done by
means of model checking techniques [6]. The curriculum that we mean to check
is, indeed, a Kripke structure; as thus, it is easy to verify properties expressed as
temporal logic formulas. Briefly, a Kripke structure identifies a set of states and
transition relation that allows passing from a state to another (see Figure 1). In
our case, the states correspond to the competencies that are owned at a certain
moment. Since we assume the domain is monotonic in the sense pointed out in
the previous subsection, states will contain all the competencies acquired up to
that moment. The transition relation is given by the actions that are contained
in the curriculum that is being checked. Since the sequence is linear and shows
no branch, then, it is possible to reason on the states and with LTL logic it is
possible to verify that a given formula holds starting from a state or that it holds
for a set of states.

Fig. 2. β can hold only after α becomes true, therefore, in the states that follow S3 β
can either hold or not hold.

For example, the fact that a knowledge element β cannot be acquired before
the knowledge element α is acquired, can be written as the LTL temporal formula
¬β U α, where U is the weak until operator (see Figure 2). Given a set of
knowledge elements to be acquired, such constraints specify a partial ordering
of the same elements. Other kinds of constraints might be taken into account.
For instance, that a knowledge element will be acquired sooner or later (3α,
eventually operator). A curriculum model is meant to allow the achievement of
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Fig. 3. A curriculum that allows the acquisition of the learning goal G.

a given learning goal, that consists in a set of knowledge elements. We expect
that the learning goal will hold in the final state of every curriculum that matches
with the model (see Figure 3).

2.3 Compliance Verification

Given a representation of a user specific curriculum as sequence of actions/resources
(r1, r2, ..., rn) with preconditions and effects, based on knowledge elements in an
action theory (A), and a representation of a curricula model, based on temporal
constraints (T ) and a learning goal (G), it is possible to apply different reason-
ing techniques for performing various interesting tasks. Besides planning, that
we have already explored in previous works [2, 3], in this formal framework we
can verify the compliance of s user specific curriculum to a model. The verifica-
tion could be based on temporal reasoning techniques, like temporal projection,
and on model checking techniques. Verifying the compliance means, in simple
words, to check whether the curriculum respects the model, i.e that the se-
quence r1, ..., rn is sound w.r.t. the precondition and effect relations specified in
A, that the sequence allows reaching the goal G, and that the sequence respects
the temporal constraints in T . Intuitively, we can think of combining temporal
projection and model checking by verifying

A ²AL G after r1, ..., rn (∗)

where AL is any action logic that supports temporal projection, and

r1, ..., rn ²LTL T (∗∗)

where LTL is a linear-time temporal logic.

3 Possible implementation

In the following we discuss the possibility of exploiting existing technology and
languages for developing a system that can perform the forms of verifications
described above. In particular we will deal both with the selection of languages
for the representation of models and of curricula, and with the exploitation of
existing tools for performing the verifications. A semantic representation of an
action is quite simple and mostly consists of two lists of knowledge elements:
those required for using the resource and those supplied by the resource. In
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order for the knowledge elements themselves to have a semantic value, they can
be implemented as terms in shared vocabulary (the simplest form of ontology).
RDF can be used as an implementation language. Resources are used to define
curricula. In this work we focus on curricula obtained by sequencing resources,
therefore we represent a curriculum as an action sequence. This sequence can
be considered as a simple kind of program that contains no branch or loop or
recursive call. For what concerns action representation, there is a wide choice of
action languages that are valuable candidates: we could use a logic programming
action language, like A by Gelfond and Lifschitz [9], DyLOG [4], or GOLOG [15],
all of which provide proof procedures that support temporal projection (*).

Given that a curriculum has passed the temporal projection test, we can
use a model checker to verify the temporal constraints (**). Model checking is
the algorithmic verification of the fact that a finite state system complies to
its specification. In our case the specification is given by the curriculum model
and consists of a set of temporal constraints, while the finite state system is
the curriculum to be verified. Among the various model checkers that have been
developed, it is worthwhile to mention SPIN [11] and NuSMV [5]. SPIN, in
particular, is used for verifying systems that can be represented by finite state
structures, where the specification is given in an LTL logic. The verification
algorithm is based on the exploration of the state space. This is exactly what
we need for performing the second step of our compliance test, provided that we
can translate the curriculum in the internal representation used by the model
checker. In the case of SPIN, the internal representation is given in the Promela
language. For example, we can represent the knowledge elements as boolean
variables, therefore actions as transitions that modify the values of some of these
variables. The constraints will be temporal formulas that use such variables. The
verification that the constraint should along the whole curriculum is performed
automatically by the model checker.

In the case of linear curricula it would be easy to integrate in the tempo-
ral projection algorithm the direct verification of the constraints. The opposite
solution of integrating the temporal projection into a model checker, which is
the one that we mean to pursue, has the advantage of allowing the extension
of the compliance test to curricula that have a more complex structure. In fact,
curricula might contain tests, branching points, and repetitions. For example, if
the curriculum corresponds to a learning resource that has been assembled on
the basis of other learning resources (for instance a SCORM object), it might
contain, as well as a program, also loops. As well as in the two-steps solution
described above, it would be necessary to have a translation mechanism that al-
lows turning the representation of the action theory into the internal formalism,
used by the model checker [10].

For the sake of completeness, hereafter, we report a part of the Promela
code for an example. The code allows the execution of both temporal projection
and model checking. Temporal projection is handled as a deadlock verification:
if the sequence is correct w.r.t. the action theory, no deadlock arises, other-
wise a deadlock will be detected. The complete example and an explanation of
it are available at http://www.di.unito.it/~alice/ccompliance/. This cur-
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riculum passes the compliance test under the temporal constraints ¬f7 U f5 and
¬f8 U f5. In the web site it is possible to retrieve also examples of curricula
which fail the test.

mtype = { course1, course2, course3, course4, course5 };

mtype = { done, stop, success, fail }

chan attend = [0] of { mtype };

chan feedback = [0] of { mtype };

bool f1, f2, f3, f4, f5, f6, f7, f8;

init { f1 = true; f2 = false; f3 = false; f4 = false;

f5 = false; f6 = false; f7 = false; f8 = false;

run TestCompliance();

run UpdateState(); }

inline Curriculum4() {

attend!course1; feedback?done;

attend!course2; feedback?done;

attend!course5; feedback?done;

}

proctype TestCompliance() {

Curriculum4()

feedback!stop; feedback?success;

}

proctype UpdateState() {

do

:: attend?course1 -> if

:: (f1) -> f2 = true; f3 = true; f4 = true; feedback!done;

fi;

:: attend?course2 -> if

:: (f3) -> f4 = true; f5 = true; feedback!done;

fi;

:: attend?course3 -> if

:: (f2 && f6) -> f7 = true; f8 = true; feedback!done;

fi;

:: attend?course4 -> if

:: (f2 && f5) -> f7 = true; feedback!done;

fi;

:: attend?course5 -> if

:: (f2 && f4) -> f7 = true; f8 = true; feedback!done;

fi;

:: feedback?stop -> if

:: (f4 && f5 && f8) -> feedback!success;

:: else -> feedback!fail;

fi;

break;

od }
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The above program is hand-coded but, as the modularity of the example
witnesses, it would be easy to produce an automatic translator able to turn the
description of sets of courses and the description of sequences of resources into
Promela code. Such code could, then, be validated according to curricula models
encoded as sets of temporal constraints.

4 Conclusions

In this work we have presented a two-level representation of curricula, aimed at
capturing the distinction between curricula and models of curricula that define
general rules or constraints to be satisfied. We have shown that by implementing
curricula models as temporal constraints, and curricula as sequences of actions,
it is possible to verify the compliance of a curriculum to a model by exploiting
reasoning techniques that combine temporal projection and model checking.

The possibility of verifying the compliance of curricula to models is extremely
important in many applicative contexts where the need of personalizing learning
resource sequencing w.r.t. to the student desire has to be combined with the
ability to check that the result of personalization fit some abstract models. In
this sense we can say that the compliance verification we propose is complemen-
tary w.r.t the capability of applying planning techniques for building from a set
of available resources, personalized curricula aimed at reaching a given learning
goal. Representing models as sets of constraints gives great freedom in the defi-
nition of specific curricula because it cuts away the undesired curricula without
imposing unnecessary constraints. The same freedom is not supplied if we repre-
sent, as in [2], models as procedures. Procedures have a prescriptive nature that
over-rules the possible solutions; the greater flexibility introduced by the use of
temporal constraints has a positive effect on the possible personalization of the
solutions, by allowing a greater autonomy in selecting among alternatives.

Concerning use cases, we have already mentioned the Bologna process. An-
other practical application could be helping a teacher that must teach a same
topic to different classes, with background and purposes that vary. For instance,
to teach Java to a University class as well as to professionals that work in an
information technology enterprise. The teacher might be interested in the fact
that all students of both classes acquire a same set of competences, with known
time constraints, however, since the target students are so different it is useful to
prepare two different courses exploiting different learning resources. The Univer-
sity students must, in fact, be taught also the theoretical background concerning
object-oriented programming. On the other hand, the professionals will surely be
more interested in more practical lessons, containing many real-world examples
of application. The teacher might select public-domain (semantically annotated)
learning resources from on-line repositories and use them to compose two differ-
ent curricula personalized w.r.t. the different student targets. Nevertheless, by
applying the approach that we have proposed he would have the possibility of
verifying that the built curricula respect an abstract curriculum schema, derived
from the expertise and the experience of the teacher himself.
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We are working at the actual development of a system on the line of the sketch
described in the previous section. Moreover, we are thinking to an extension
(both from a formal and an implementation perspective), in which hierarchies
of knowledge elements are used instead of plain vocabularies. Hierarchies allow
a representation of knowledge elements at different levels of abstraction, thus
they would allow other forms of verification. In order to include them, it might
be necessary to integrate forms of ontological reasoning in the framework.
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Abstract. Personalization efforts to date have centred on presenting web users 
with novel items by predicting what they may find relevant. This approach has 
utility where the user is unsure of exactly what they are looking for, but not 
where they have a particular information need to satisfy or a particular item to 
locate. Furthermore, by operating purely on a predefined database of users and 
items, systems using this approach represent closed worlds and offer poor 
scalability to new data sets. To address these limitations we propose a technique 
for personalizing relevance in information seeking activities, based on an 
understanding of how people seek information and recommendations from their 
social network. We then describe technical work in progress, based on 
Semantic Web technologies, that aims to realize this perspective. 

1   Introduction 

Whilst web sites offering personalization based on conventional web technologies are 
numerous, the emerging Semantic Web provides an opportunity for richer 
personalization features to be developed. The availability of structured data adhering 
to common ontologies enables the integration of user-relevant content from more 
diverse sources. More importantly however, by allowing users to describe aspects of 
their context (such as the social networks they are part of) in a standardized way, 
Semantic Web technologies enable new forms of personalization. In this paper we 
describe our approach to personalizing relevance in information seeking, through use 
of Semantic Web technologies and recommendations from social networks. 

1.1   Approaches to Personalization on the Web 

Personalization on the web has been approached in a number of different ways [1]. 
Some web sites allow a personalized user experience through changing color schemes 
or selecting news channels to be displayed on an individual homepage [2]. An 
alternative approach involves using recommender systems [3] [4] [5] that have some 
knowledge of the user's preferences to select and present content presumed of interest 
to them, thereby highlighting items of which they may not be aware. 
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Despite being widely used, these recommender system-based approaches to 
personalization have a number of limitations. Firstly from a technical point of view, 
they operate as closed worlds, whereby recommendations can only be given about 
items that exist within the system, and only the purchase histories of users within the 
system can contribute to recommendations based on so-called collaborative filtering 
[3]. Secondly, these forms of personalization by speculative recommendation only 
support the user in carrying out tasks where the solution is unknown or poorly 
defined, rather than tasks where they have a particular information need to satisfy or a 
particular item to locate [6]. This ignores the role personalization could play in 
supporting information seeking activities through tailoring relevance to the individual. 

1.2   Relevance in Information Seeking 

Despite the vast extent of online resources, locating the required piece of information 
can still present challenges to the user; it may not yet be available on the web, or 
where a query yields many search results it may be difficult to identify the most 
appropriate. Resolving these issues requires the identification of sources of additional 
information not currently available on the web, or means of filtering information 
based on relevance to the individual's information needs. 

Literature on information retrieval has traditionally viewed relevance as a measure 
of the suitability of a result to the information need of the user as it is expressed in a 
query issued to the system. This relationship between document and query has been 
referred to as topical relevance [7]. However, it would be desirable to measure 
suitability of the result in relation to the abstract information need of the user [8], 
whether or not this has been adequately expressed in the query. Building systems that 
enable such a personal relevance requires additional knowledge about the user to be 
taken into account that may be difficult to express via keyword search. 

Attempts to address this issue include [9], where results on a job-seeking site are 
filtered according to a user profile generated from page view data. However, this 
approach only enables filtering and personalization to be carried out on items within 
the closed world of jobs already listed on the site. 

1.3   Relevance through Recommendations from a Social Network 

Our approach to personalizing relevance is based on identifying the members of their 
social network the user is most likely to trust as an information source in a given 
scenario, and using recommendations from these people to personalize search results. 
Whereas search engines and recommender systems attempt to identify items 
appropriate to the user, we advocate an approach that identifies the most appropriate 
sources as a means to identify relevant items. 

This source-centric approach using known members of a social network (that we 
call Known Person Recommendation) allows for more complex reasoning to be 
carried out about the appropriateness of a source than is possible with collaborative 
filtering systems where other users are unknown. Furthermore, a relevance system 
driven by social networks is constrained in scope only by the knowledge of the 
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members of the network, and the ability to infer the source most appropriate to the 
task. Consequently the approach is not limited to selected domains, as is often the 
case with existing closed world recommender and personalization systems. 

In previous research [10] we identified five factors (expertise, experience, 
impartiality, affinity, and track record) that determined from which members of their 
social network a person would seek recommendations. The criticality and subjectivity 
of the task were found to influence which factors were most attended to. These 
findings have informed the technical implementation described below. 

2   A System for Personalized Relevance on the Semantic Web 

We are currently developing a system to test personalized relevance in locating 
information about travel resources such as hotels, restaurants, and cultural sights 
(referred to here as "travel objects"). An architectural overview is shown in Figure 2. 
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Fig. 1. System Architecture for Personalizing Relevance on the Semantic Web 
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relied upon in such tasks. If successful, the system will be applied across scenarios 
with a wider range of characteristics, making use of the full range of trust factors. 

Users will provide two types of input to the system: firstly semantic descriptions of 
their social networks using the FOAF vocabulary [11]. This will give the user 
freedom and control in how they manage this information, and how much is divulged. 
Secondly users will use the review/rating system to provide reviews of travel objects. 
This will serve to populate the knowledge base with information about travel objects 
that users may wish to locate, and provide data from which trust relationships 
between a user and members of their social network can be inferred. The extent of 
these trust relationships will form the basis for providing personalized relevance to 
users of the system. Whilst it is theoretically possible for users to explicitly provide 
information about trust relationships the demands this would place on the user are 
deemed prohibitive. 

Use of Semantic Web technologies [12] as a platform for developing such a system 
helps overcome the limitations of closed world recommender systems in a number of 
ways. Firstly by acting as a large distributed database, the Semantic Web enables any 
item to be included within a recommender system, not just those within a centrally 
administered catalogue. Secondly, providing recommendations are made available in 
standard formats, users can access the knowledge of members of their social network 
without all members having to subscribe to the same services, as these can be 
harvested from multiple locations and easily integrated to form a knowledge base. 

2.1   Inferring Trust Relationships from Reviews of Travel Objects 

Trust relationships will be inferred based on the affinity between the user and each 
member of their social network, and the relevant experience of each member of the 
network. 

The experience a member of ones network has of a particular location will be 
determined by the number of travel objects they have reviewed/rated from that 
location. Where possible the URI of a travel object will be de-referenced to obtain a 
machine-readable description of its location. Where such a machine-readable 
description is not available, tags provided by the user and full-text indexing of the 
content at the object's URI will offer a best guess as to where it is located. 

One potential confound of relying on number of objects rated to infer experience is 
variation in users' enthusiasm for rating and reviewing objects. The use of evidence 
about affinity in addition to experience will help to mitigate negative effects of this 
variation. Whether an affinity exists between a user and a member of their social 
network will be determined automatically by a combination of the following factors: 
the extent to which both parties have rated the same tourism objects (i.e. the overlap 
in rated objects), and the correlation between the ratings given by each party.  

Due to the reliance on ratings from users for both population of the system and 
generation of evidence of trust relationships, the system may suffer from 
bootstrapping problems. In this case it may be possible to fall back on alternative 
sources of evidence for factors such as experience. For example, where individuals 
have shared their photos online and have tagged these with place names or locations, 
this could be used to infer that they have some experience of this location. Similarly if 
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an individual has studied or worked in a particular place, as expressed in their FOAF 
file, this would suggest they have some experience of the locality. Whilst in these 
cases no specific tourism objects would be available to be recommended by the 
system as the users had not yet provided ratings, the user could still benefit from 
identification by the system of potential sources of information. 

3   Conclusions and Future Work 

Implementation of the system described above is underway. However, a number of 
challenges remain in both the implementation and adoption of such a system. Whilst 
we believe the system to be based on sound principles, it is not clear how well the 
system will scale from a user perspective. A point may be reached where the system 
contains a volume of knowledge that renders even the relevance mechanisms 
proposed here unworkable. Such a scenario is analogous to how search engine 
algorithms have had to be modified as the web has grown in size. 

Furthermore, users' views on provision of social network information on the public 
web will need to be taken into account. Whilst this is fairly widespread among 
Semantic Web early adopters and users of services such as Tribe.net1, it is not 
sufficiently common at present to enable widespread deployment of the proposed 
system. It also remains to be seen whether the majority of users will be prepared to 
make this information available for use by the system. Encryption of FOAF files may 
be required to overcome this issue. 

Despite the challenges described, the Semantic Web remains the most appropriate 
platform for implementing this form of personalized relevance. Achieving the same 
degree of functionality using conventional web technologies would require the 
creation of a single system with a vast range of functionalities, and adoption of this 
one system by all users. It is unlikely that such a closed world approach would gain 
sufficient uptake by users to reach critical mass. 

Following implementation and deployment the system will be evaluated to assess 
its effectiveness in personalizing relevance for users locating travel information. In 
addition to collecting quantitative measures such as number of users and number of 
items rated, users' qualitative experiences of using the system will be recorded. 
Results provided by the system will also be compared to a baseline set of results from 
a conventional search engine. 

If deemed acceptable and valuable by users, such a system for personalized 
relevance has the potential to democratize recommendation and personalization on the 
Semantic Web. At present, personalization is largely limited to closed worlds. 
Organisations such as e-commerce sites that collect data about user preferences have 
little incentive to make this data available for use by competing services. However, a 
system that enables reviews to be made in an open, public world allows many 
competing services to use this knowledge in providing novel services to the user. 

                                                           
1 http://www.tribe.net 
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