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Abstract
Lambertian photometric stereo with unknown light source
parameters is ambiguous. Provided that the object imaged
constitutes a surface, the ambiguity is represented by the
group of Generalised Bas-Relief (GBR) transformations.
We show that this ambiguity is resolved when specular re-
flection is present in two images taken under two different
light source directions. We identify all configurations of the
two directional lights which are singular and show that they
can easily be tested for. While previous work used optimi-
sation algorithms to apply the constraints implied by the
specular reflectance component, we have developed a linear
algorithm to achieve this goal. Our theory can be utilised
to construct fast algorithms for automatic reconstruction of
smooth glossy surfaces.

1. Introduction
Photometric stereo [9] is an established method for acquir-
ing reflectance parameters and surface normals of opaque
surfaces. The reflectance and normals are recovered for
every pixel from a collection of images taken by a static
camera under different illumination conditions. Sufficiently
accurate results are often obtained under an assumption
that the surface reflectance behaves according to Lambert’s
model [8] which represents the reflectance at a point by a
single parameter called albedo. The basic entity of Lam-
bertian photometric stereo is a scaled normal vector. The
scaled normal’s direction is given by the surface normal,
while its magnitude is equal to the albedo, at a given point.

If the light source directions and intensities utilised for
obtaining the input data are not known, Lambertian photo-
metric stereo reconstructs the scaled normal vectors only up
to a global, essentially affine ambiguity [7]. Yet explicit cal-
ibration of the light sources involves measuring their inten-
sity and position in space, or having a calibration object in
the scene, which is both limiting and non-trivial. Any possi-
bility of reducing the ambiguity without explicit calibration
of light sources carries great practical potential. This is why
the problem of photometric stereo auto-calibration has re-
ceived considerable interest in recent years [6, 10, 1, 2, 3, 5].

Figure 1: Specularities in two images are sufficient to cal-
ibrate photometric stereo unless the two lights s1 and s2

which produced them are in the configuration depicted.
Singular configurations occur when the light sources are
antipodal—or equivalently, when the two normals b1 and
b2 accommodating the specularities for respective images
are perpendicular and in one plane with the viewing vector.

The following methods have been developed for reduc-
ing the ambiguity of photometric stereo.

When at least six light sources are of equal intensity (or
when albedo is uniform for at least six normals at a curved
surface), the original ambiguity represented by the GL(3)
group (the group of all invertible 3× 3 matrices) reduces to
the group of orthogonal transformations O(3) [6, 10, 1].

Another possibility is to apply the integrability constraint
that requires the normals recovered by photometric stereo
to correspond to a continuous surface [1, 4]. As shown by
Belhumeur et al. [1], in this case the original ambiguity is
reduced to an ambiguity represented by the group of gen-
eralised bas-relief (GBR) transformations. Importantly, the
integrability and equal intensity constraints combined re-
duce the ambiguity to binary convex/concave ambiguity.

Drbohlav and Šára [3] pointed out that specular (mirror-
like) reflections in images, which of course do not follow
the Lambertian law, should not be just discarded in a pre-
processing step, but instead they should be employed to re-
veal further information about the surface geometry. This
resulted in the consistent viewpoint constraint which re-
quires that light directions flipped along the respective spec-

O. Drbohlav and M. Chantler: Can Two Specular Pixels Calibrate Photometric Stereo?
In ICCV 2005: Proceedings of the 10th IEEE International Conference on Computer
Vision, vol. II, pp. 1850–1857, Beijing, China, 2005.



ular normals all give the viewing vector. The constraint
can be constructed from four specularities produced un-
der four different lights in general configuration. It reduces
the ambiguity to the 1dof set of rotations/reflections about
the viewing direction. When combined with the integra-
bility constraint, the ambiguity is again reduced to a con-
vex/concave one [3].

Georghiades developed a similar approach [5] and pre-
sented an optimisation algorithm for solving uncalibrated
photometric stereo in the case that the reflectance is a com-
position of Lambertian and specular (modelled as Torrance-
Sparrow) components. He used a hard integrability con-
straint (no depth discontinuities were allowed) and claimed
that three distinct light sources should be sufficient to re-
solve the ambiguity up to a finite number of solutions at
worst, and with four light sources one of these solutions is
selected uniquely.

In this paper, we present novel theory which shows that,
contrary to what might be induced at a first sight from pre-
vious work [5, 3], only two specular pixels observed under
two different light directions are needed in order to remove
the ambiguity for an object with integrable surface. The
necessary assumption is that the specular reflectance lobe
is of limited width, such that i) specular pixels can be de-
tected as outliers to Lambert’s model and the surface can
be reconstructed from the remaining Lambertian data, and
ii) normals observed to reflect in a specular manner satisfy
the consistent viewpoint constraint.

We derive all configurations of two lights which are sin-
gular, and show that they can easily be tested for.

Finally, we present a linear algorithm for applying the
consistent viewpoint constraint. This allows the develop-
ment of fast and robust methods for automatic reconstruc-
tion of smooth glossy surfaces.

2. Notation and Concepts
Surface reflection. Within this paper we adopt the follow-
ing assumptions:

i) A single distant point light source is used to illuminate
the object. Multiple sources are excluded.

ii) The diffuse reflectance is Lambertian with spatial
albedo varying arbitrarily. The surface is not required
to be of constant albedo.

iii) The specular component is not modelled by a paramet-
ric model; only a geometrical constraint binding the
orientation of the specular normal and the viewing and
light directions is used in the development of the the-
ory.

Diffuse component. The intensity i observed at an illumi-
nated non-specular pixel is, according to the Lambertian
model,

i = ρσ cos θ , (1)

(a) (b)

Figure 2: (a) Reflection geometry for the Lambertian model
of reflectance. The intensity observed is dependent on the
cosine of the angle of incidence θ between the light source
vector l and the normal vector n. (b) At a specular point,
the surface normal n is the bisector between the light vector
l and the viewing vector v.

where ρ is the albedo which represents how much light is
reflected back into the air in the form of diffuse reflection,
σ is the light source intensity, and θ is the angle of incidence
(see Fig. 2(a)). This can be rewritten as

i = (ρn)>(σl) = b>s , (2)

where n is the unit surface normal vector and l is the unit
light source vector. The right-most part of the equation ex-
presses the Lambertian reflectance in a compact way, using
b = ρn (the normal vector scaled by albedo), and s = σl
(the light vector scaled by the light intensity); the two vec-
tors b and s will be termed scaled normal vector and scaled
light vector throughout this paper.

Specular component. The specular component is repre-
sented by a geometrical constraint stating that the specular
normal n is a bisector between the light source direction l
and the viewing direction v (see Fig. 2(b)), meaning that

v = 2(n>l)n− l . (3)

Coordinate system. The z-axis points towards the view-
point, and axes x–y span the image plane. Hence the view-
ing vector v has coordinates v = [0, 0, 1]>.

Gauss sphere and normal sets. The normal sets are de-
fined on a Gauss sphere as depicted in Fig. 3: Having the
viewing direction v, the occluding boundary set O is de-
fined as a set of normals perpendicular to v. The visible set
V is defined as the set of normals which make strictly acute
angles with v.

Photometric stereo and ambiguity. Having N pixels and
M ≥ 3 illuminations, the extension of equation (2) can be
written as ikl = bk

>sl where bk is the scaled normal at the
k-th pixel, sl is the l-th light, and ikl denotes the intensity of
the k-th pixel under the l-th illumination. In a matrix form,
this can be written as

I = [b1,b2, . . . ,bN ]> [s1, s2, . . . , sM ] = B>S , (4)



where matrix I stores all pixel intensity measurements, ma-
trix B collects the bk’s and matrix S collects the sl’s. If
the light sources are calibrated and therefore matrix S is
known, the normals B can easily be computed from the sys-
tem of equations (4). If the light matrix S is unknown, the
problem of factorising the data matrix I into B and S is a
classical bilinear calibration-estimation problem [7]. The
solution is not unique because if {B, S} is a solution then
{XB, X−>S} where X ∈ GL(3) is an equally valid solution,
as (XB)>X−>S = B>X>X−>S = B>S. However, requiring
the surface normals to be integrable reduces the ambiguity
from X ∈ GL(3) to X ∈ Sgbr where the group of generalised
bas-relief (GBR) transformations Sgbr is the set whose ele-
ments are the following matrices [1]:

X =

 λ 0 µ
0 λ ν
0 0 τ

 ,
λ 6= 0, τ 6= 0 ,
µ, ν ∈ R .

(5)

Specular pairs. Let s be a scaled light, and b be a scaled
normal at a pixel which is observed to reflect in a specular
manner under the light s. Then b and s are called a specular
pair and are denoted b

⊙
s.

Consistent viewpoint constraint. If the light of direction l
and normal of direction n satisfy Equation (3) for the view-
ing direction v then they are said to obey the consistent
viewpoint constraint.

Note on scale. The photometric stereo ambiguity includes
the ambiguity of a global scale in recovered scaled normals
B and scaled lights S because scaling them by κ and 1/κ
(κ 6= 0), respectively, does not change B>S. The global
scale affects only the overall scaling of recovered albedos
and light intensities, and is very difficult to determine with-
out sophisticated radiometric measurements. Fortunately,
the global scale is hardly ever even needed in practise; in ap-
plications such as texture mapping, albedos are commonly
normalised before being used.

To avoid unnecessarily complicated presentation, we
adopt the convention that we omit the words ‘up to a scale’
whenever there is no risk of confusion. This applies to the
whole article.

3. Theory
This Section presents the principal results of this paper.
Firstly, Section 3.1 shows that there exists a linear (SVD-
based) algorithm for enforcing the consistent viewpoint
constraint. Secondly, Section 3.2 provides a proof that two
specular pairs are sufficient for enforcing the constraint, and
all singular configurations are identified as well. The the-
ory is developed under an assumption that the normals and
lights have been determined up to a GBR ambiguity, i.e.
that the integrability constraint has already been enforced.

Figure 3: Gauss sphere and definition of sets on it: the view-
ing vector v, the occluding boundary set O consisting of
directions perpendicular to v, and the set of visible normals
V which make strictly acute angle with v.

3.1. Linear algorithm
This Section presents theory leading to a linear algorithm
enforcing the consistent viewpoint constraint on integrable
normals. The algorithm is outlined in Table 1 (Steps 3–4).

Let b
⊙

s be a specular pair, and let A denote the GBR
transformation which makes the data compatible with the
consistent viewpoint constraint (3). Substituting the trans-
formed unit normal n = Ab/‖Ab‖ and the transformed unit
light l = A−>s/‖A−>s‖ into (3), there must hold

v =
2

[
(Ab)>(A−>s)

]
Ab

‖Ab‖2‖A−>s‖
− A−>s
‖A−>s‖

. (6)

Left-multiplying both sides of the equation by matrix A>

and by a scalar ‖Ab‖2‖A−>s‖ we obtain

‖Ab‖2‖A−>s‖A>v =

= 2[(Ab)>(A−>s)]A>Ab− ‖Ab‖2s . (7)

First, as A is a GBR transformation taking the form of (5),
expression A>v on the left-hand side of the equation can be
rewritten as A>v = τv. Hence, with substitutions

α = ‖Ab‖2‖A−>s‖τ , (8)
P = A>A , (9)

Equation (7) is rewritten as

αv = 2(b>s)Pb− (b>Pb)s , (10)

where we applied the fact that (Ab)>(A−>s) = b>s, and
rewrote the factor ‖Ab‖2 as ‖Ab‖2 = (b>A>Ab) = (b>Pb).
Now, left-multiplying this equation by b> we obtain

αb>v = (b>Pb)(b>s) , (11)

and, therefore, an alternative to (8) for expressing α is (pro-
vided that b>v 6= 0) is

α =
(b>Pb)(b>s)

b>v
. (12)



Putting this expression for α back into (10) gives

(b>Pb)(b>s)
b>v

v = 2(b>s)Pb− (b>Pb)s (13)

which is finally rewritten as (still requiring b>v 6= 0)

(b>Pb)(b>s)v = 2(b>s)(b>v)Pb− (b>Pb)(b>v)s .

(14)
This equation is clearly homogeneous and linear in the ele-
ments of matrix P, and all the other entries in the equation
are known. The matrix P, being A>A where A is a GBR (5),
is

P =

 λ2 0 µλ
0 λ2 νλ

µλ νλ τ2 + µ2 + ν2

 def=

 p1 0 p3

0 p1 p4

p3 p4 p2

 .

(15)
Hence there are four unknowns p1, p2, p3, p4 to be found.
Each specular pair b

⊙
s produces one vector equa-

tion (14). With sufficient number of specular pairs, the
matrix P will be determined up to a scale but otherwise
uniquely, by solving the system of linear equations

Mp = 0 , (16)

where M is constructed from the known entries in (14) and
p = [p1, p2, p3, p4]

>. Finally, matrix A can be found by
factorising the matrix P = A>A as follows: λ = ±√p1 is
computed first, µ = p3/λ and ν = p4/λ follows. The last
unknown τ is then computed as τ = ±

√
p2 − µ2 − ν2. In

summary, the matrix A is computed from P as

A =


s±
√

p1 0 s± p3√
p1

0 s±
√

p1 s± p4√
p1

0 0 t±
√

p2 −
(

p2
3

p1
+ p2

4
p1

)


s± = ±1 , t± = ±1 . (17)

The sign s± reflects the surface around the plane perpendic-
ular to the viewing direction, and corresponds to the convex-
concave ambiguity. The sign t± reflects the third normal
component and should always be chosen such that the nor-
mals are inclined towards the viewer.

Note that Equations (12–14) are all subject to the con-
straint that b>v 6= 0. Under such a constraint, Equa-
tion (14) is equivalent with the consistent viewpoint con-
straint (6) because operations used in between the two in-
volve only multiplication by a nonzero constant, or by an
invertible matrix. What is left to be analysed is whether
there is any discrepancy between Equations (14) and (6)
in case that b>v = 0. First, from (11) it follows that

1. Take the input data I and factorise it into the nor-
mals B and the lights S according to (4).

2. Enforce the integrability of normals B by com-
puting the matrix Aint using the algorithm [10].
Then make the data consistent with the integrabil-
ity constraint by b ← [ Aintb for all normals, and
s← [ (Aint)−>s for all lights.

3. Identify images in which specularity is present. For
each of them, take the scaled normal b at a specular
pixel and the scaled light s corresponding to that
image, and form a linear system of equations for p,
as described in Equations (14–16).

4. Solve for p and compute the matrix A as described
by Equation (17). Apply the transformation to nor-
mals and lights obtained in Step 2.

Table 1: The overview of the algorithm for calibrating pho-
tometric stereo.

(b>v = 0) ⇒ (b>s = 0) because α 6= 0 (due to (8) and
regularity of A) and b>Pb 6= 0 (due to P being positive defi-
nite). Thus b>v = 0 implies vanishing of (14). On the other
hand, Lemma 2 in the Appendix says that when b>v = 0
then i) the true normal Ab is on an occluding boundary,
and ii) for specular pairs with a normal on an occluding
boundary, the consistent viewpoint constraint is valid al-
ways, under arbitrary GBR transformations. In summary,
therefore, Equation (14) is equivalent to (6) if b>v 6= 0; and
if b>v = 0 then the whole equation (14) vanishes while the
original constraint represented by (6) is valid under all GBR
transformations. Equation (14) thus exhaustively represents
the consistent viewpoint constraint.

Having developed the linear algorithm, the question now
is how many specular pairs are needed in order that matrix
M in (16) is of rank 3 and the solution p is therefore fully
constrained.

3.2. Number of specular pairs needed
The problem of what constitutes a sufficient number of
specular pairs is analysed in a natural basis in which the
normals and lights are the true (unambiguous) ones. Note
that this choice of basis does not affect the generality of the
results. With a sufficient number of specular pairs, P will be
constrained to be an identity matrix and the vector p thus
should be p = [1, 1, 0, 0]> in such case.

Our analysis is led as follows. Having a true specular
pair b

⊙
s, we find that Equation (14) can only be valid

if the normal b is an eigenvector of P. Subsequently, we
analyse what eigenvectors the matrix P has depending on
the values of p1, p2, p3, p4, after which we will be ready to
state the Theorem concerning the sufficiency of two spec-



ular pairs for disambiguating the photometric stereo. The
Theorem concludes this Section.

Lemma 1 (Specular normal is an eigenvector of P) Let
b

⊙
s be a true specular pair. Any solution P to (14) must

be such that the specular normal b is its eigenvector.

Proof 1 Having the true scaled normal b which is specular,
the corresponding light source can be constructed as∗

s = 2(b>v)b− (b>b)v . (18)

From this equation it follows by left-multiplying by b> that

b>s = (b>b)(b>v) . (19)

Utilising (19) and (18) in (14), we obtain

(b>Pb)(b>b)���(b>v)v = 2(b>b)(b>v)�2Pb

−(b>Pb)���(b>v)
{

2(b>v)b− (b>b)v
}

(20)

and after expanding the second line we find that the left-
hand term (b>Pb)(b>b)v cancels out with the identical
term on the right hand side. This leaves

(b>b)���(b>v)Pb = (b>Pb)���(b>v)b . (21)

This equation is obviously of the form of a characteristic
equation for P. �

Following this, P is analysed as for its spectrum and
eigenvectors. These results are derived in full detail in the
Appendix (Lemma 3 and 4), and are summarised in Table 2
which shows the three basic cases which together give all
possibilities for the values of p = [p1, p2, p3, p4]

>.

Case (i) Matrix P is a scaled identity matrix, having p1 =
p2 on its diagonal. In that case, p1 is a three-fold eigen-
value and the set of eigenvectors Ep1 is equal to the
sphere S.

Case (ii) Matrix P is a diagonal matrix with its first two di-
agonal elements equal to p1 and the third one equal to
p2 6= p1. Then the eigenvector corresponding to p2 is
the viewing vector (Ep2 = v) and the set of eigenvec-
tors corresponding to the two-fold eigenvalue p1 is the
occluding boundary Ep1 = O.

Case (iii) Matrix P has off-diagonal elements p3 and p4

which are not jointly zero. In that case, the spectrum
is non-degenerate and one of the eigenvalues is always
p1. Its corresponding eigenvector is on the occluding
boundary (Ep1 ∈ O). The other two eigenvectors are
perpendicular to it, as well as to each other.

Case (i) Case (ii) Case (iii)

M
at

ri
x

el
. p1 = p2

p3 = 0
p4 = 0

p1 6= p2

p3 = 0
p4 = 0

p3 6= 0
∨ p4 6= 0

E
ig

va
ls

ε

{p1, p1, p1} {p1, p1, p2} {p1, x, y}
all distinct

E
ig

en
ve

ct
or

s
E

Ep1 = S

Table 2: Summarising the characteristics of P depending on
values of its elements.

With these results, we can now prove the principal theo-
rem of this paper (the Theorem is illustrated in Fig. 1).

Theorem [Two specular pairs are sufficient] Let there be
two true specular pairs b1

⊙
s1 and b2

⊙
s2. If i) both b1

and b2 are strictly visible, and ii) the two light sources s1

and s2 are linearly independent (i.e. not of the same nor
opposite directions) then the two pairs constrain the matrix
P to be an identity matrix.

Proof. The first requirement (b1,b2 ∈ V) is needed be-
cause, as we discussed previously, the normals on an oc-
cluding boundary O are non-informative (cf. Lemma 2 in
the Appendix). Next, s1 and s2 clearly must not be of the
same direction, as b1 and b2 would then be the same as
well, and that would correspond to employing just one spec-
ular pair. Having two distinct lights then, the correspond-
ing specular normals will be distinct as well. Considering
these b1 and b2, they can only be eigenvectors of Case (i)
or Case (iii) because Case (ii) can not accommodate two
distinct eigenvectors (the only allowable eigenvector would
be v, cf. Table 2). They thus favour Case (i) unless they are
perpendicular and in one plane with v in which a case they
would favour Case (iii) as well. But this can happen only
when the corresponding lights are antipodal. �

4. Experiment
To show the performance of the theory developed in the pre-
vious Section, we conducted an experiment with a smooth
glossy object: a glazed china teapot (see Fig. 4). The images
were acquired by a 12 bit cooled camera (COOL-1300 by

∗Such light vector s possibly differs in intensity from the true light
vector. But this does not affect the validity of the proof.



Vosskühler) under tungsten illumination (150W, stabilised
direct current). The light was moved by hand around the
object. No information about lights has been measured nor
recorded. The data were processed as outlined by the algo-
rithm in Table 1. In a more detail,

1. Input data I were factorised into B and S using robust
factorisation as in [3].

2. Integrability was enforced as in [10].

3. Specular points in two images (see Fig. 4) were
marked manually or, identified by a robust algorithm.

4. The consistent viewpoint constraint was enforced as
described in Section 3.1.

The results are illustrated in Fig. 5. The ambiguity in re-
covered scaled normals makes it seem as if the teapot has
been illuminated from an alternative direction from that
used to create the image. This is obvious in the first col-
umn where the scaled normals obtained by factorisation are
re-illuminated from the right, top and camera directions.
When the integrability constraint is applied (see the second
column) then this is still true, although there is one image
(the one illuminated from the camera direction) which looks
dim but otherwise as it is expected. This is in agreement
with the form of GBR transformations (5) whose effect on
the z-component of recovered normals is a pure scaling. It
is only when both the integrability and the consistent view-
point constraints are enforced (see the third column) that the
ambiguity is removed†. This fact is further demonstrated
on recovered albedos (see last two rows in Fig. 5) and inte-
grated shape (see Fig. 6).

We also made a prototype of an algorithm which can
work fully automatically. The only difference with re-
spect to the basic algorithm is that the specularities are not
marked manually. Instead, a threshold is set which identi-
fies the candidates for specular points. RANSAC is then
used to identify the consistent set of specularities. The re-
sults obtained were very similar to the outcome of the basic
algorithm. Full implementation of the algorithm is the sub-
ject of future work.

5. Summary and Conclusions
As a principal result of this paper, we have shown that the
answer to the question posed in the title is positive. If the
object imaged constitutes a surface then photometric stereo
can be calibrated from as few as two specular pixels, pro-
vided that these are produced by lights which are not an-
tipodal.

This has several practical implications. Firstly, the the-
ory presented in this paper provides a simple guideline for
input data acquisition: the only fact to keep in mind is to

†The remaining convex-concave ambiguity was resolved by hand.

Figure 4: Four out of twenty images used for photomet-
ric stereo reconstruction. The two specularities identified
in the first two images by a circle were used for applying
the consistent viewpoint constraint in the basic algorithm.
In a robust extension of the algorithm, manual marking of
specularities is no longer needed.
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Figure 5: Removing the ambiguity: Scaled normals re-
illuminated from the right (R), from the top (T), from the
camera (C), and the recovered albedo, with constraints ap-
plied as indicated above the table (—: no constraint, in-
teg: integrability constraint, cvc: consistent viewpoint con-
straint). It is only after both integrability and consistent
viewpoint constraints are applied (last column) that the
shape and albedo are recovered unambiguously. A light
source of unit intensity was used for the rendering. The
white lines mark the shadow boundaries which are again
symmetric as expected in the last column. Also note that
the histogram of albedo (last row) is sharp for the last case,
as should be for a uniform object (for sake of fair compar-
ison, the albedo is mean-normalised to 1 and the scales of
both axes are equal in all three histogram plots).



(a) (b)

Figure 6: The result of integration before (a) and after (b) enforcing the consistent viewpoint constraint.

produce two specularities under lights which are not antipo-
dal. In practise, it is often the case that the lights are not
inclined from the viewing direction more than, say, 70 de-
grees, in which case antipodal lighting cannot occur. Sec-
ondly, for RANSAC-based algorithms which can separate
‘proper’ specular reflections from inter-reflections, it is im-
portant that the number of points to be sampled from the
specularity candidate set is as few as two because it means
that such algorithms can find the solution quickly even in
presence of a high number of outliers.

The result of this paper is directly applicable for surfaces
with a very sharp specular lobe. As the specular pixels on
such surfaces are saturated in ordinary cameras, attempts to
match the input data with intensities suggested by a para-
metric model are difficult.

This paper also impacts on the case where the specular
lobe is broader, and thus more accurate parametric optimi-
sation methods can be used. In that case, the linear algo-
rithm presented in this article represents a way to obtain an
initial guess for starting the optimisation algorithm.
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Appendix
Lemma 2 (Specularities on the occluding boundary)
Let b

⊙
s be a specular pair and let b>v = 0. Such a pair

represents a specular reflection occurring on an occluding
boundary, and is non-informative in the sense that it does
not constrain the GBR ambiguity in any way.

Proof 2 If b>v = 0 then the third component of b is zero,
and clearly will stay zero under any GBR transformation (5)
(i.e. (Xb)>v = 0). As the matrix A which disambiguates the
data is a GBR, we conclude that the true normal Ab must be
on an occluding boundary.

Next, if the true normal is on the occluding boundary and
is specular then the corresponding light source s has to be
directly opposite the viewing direction, s = −σv (recall
that σ > 0 denotes light intensity). Under a GBR (5), the
light s is transformed by X−> which takes the form [1]

X−> =

 1
λ 0 0
0 1

λ 0
− µ

λτ − ν
λτ

1
τ

 ,
λ 6= 0, τ 6= 0 ,
µ, ν ∈ R .

(22)
which implies X−>s = 1/τs, and thus the direction of the
light source is preserved. In addition, Xb stays on the oc-
cluding boundary. It thus follows that a specular pair b

⊙
s

with b>v = 0 will always be in accordance with the con-
sistent viewpoint constraint (3) under any GBR transforma-
tion. �

Lemma 3 (Spectrum of P) Depending on the values of
p1, p2, p3, p4, the spectrum Σ of matrix P from Eq. (15) is:

(i) If p1 = p2 ∧ p3 = p4 = 0 then Σ = {p1, p1, p1},

(ii) If p1 6= p2 ∧ p3 = p4 = 0 then Σ = {p1, p1, p2}, and

(iii) If p3 6= 0 ∨ p4 6= 0 then Σ = {p1, x, y} with p1, x, y
being distinct.

Proof 3 The first two cases (i) and (ii) are obvious as,
under the conditions specified, matrix P is diagonal. To
show the non-degeneracy of eigenvalues under the condi-
tion p3 6= 0 ∨ p4 6= 0 needed for Case (iii) requires some
analysis. We will prove the claim by contradiction, showing
that the degeneracy of eigenvalues requires p3 = 0∧p4 = 0.
Denoting the eigenvalue by ε, the characteristic polynomial
of the matrix P is

(p1 − ε)2(p2 − ε)− (p1 − ε)(p2
3 + p2

4) , (23)

which shows that one of the eigenvalues is always equal to
ε = p1. The other two eigenvalues are computed by solving
the quadratic equation in ε

(p1 − ε)(p2 − ε)− (p2
3 + p2

4) =
ε2 − ε(p1 + p2) + p1p2 − (p2

3 + p2
4) = 0 . (24)

The spectrum will be degenerate only if equal to Σ =
{p1, p1, x}, or to Σ = {p1, x, x}, with x > 0. As for the
first possibility, Σ = {p1, p1, x}, setting ε = p1 in (24)
implies p2

3 + p2
4 = 0 and, therefore, p3 = p4 = 0 which

is in contradiction with the assumption that at least one of
these two is nonzero. The second possibility Σ = {p1, x, x}
would require the discriminant of the quadratic equation
(24) to vanish. This would mean

0 = (p1 + p2)
2 − 4(p1p2 − p2

3 − p2
4) =

(p1 − p2)
2 + 4(p2

3 + p2
4) . (25)

Therefore, besides p1 = p2 this requires p3 = p4 = 0,
which is a contradiction again. The last case (iii) is thus
proved.

Finally, note that the three cases listed cover all possibil-
ities for the values of p1, p2, p3, p4 and are mutually exclu-
sive. Hence the lemma addresses the spectrum of all matri-
ces P. �

Lemma 4 (Eigenvectors of P) Depending on the values of
p1, p2, p3, p4, the eigenvectors E of the matrix P are as fol-
lows:

(i) If p1 = p2∧p3 = p4 = 0 then all vectors from the unit
sphere are eigenvectors: Ep1 = S.

(ii) If p1 6= p2 ∧ p3 = p4 = 0 then Ep1 = O and Ep2 = v.

(iii) If p3 6= 0 ∨ p4 6= 0 then there are exactly three eigen-
vectors. They form an orthogonal basis and the one
corresponding to ε = p1 is on an occluding boundary,
Ep1 ∈ O.

Proof 4 The claims (i) and (ii) are again clearly true (the
matrix P is under their conditions diagonal and of spec-
trum identified in Lemma 3). Claim (iii) again requires
some analysis. First, matrix P is symmetric and positive-
definite and hence the eigenvectors corresponding to differ-
ent eigenvalues are orthogonal. Additionally, it was shown
in Lemma 3 that the eigenvalues are distinct and, therefore,
it follows that the eigenvectors are exactly three and form
an orthogonal basis. Thus, it is left to be proved that Ep1 is
on an occluding boundary, which is easy. For ε = p1, the
corresponding singular matrix is

P− p11 =

 0 0 p3

0 0 p4

p3 p4 p2 − p1

 . (26)

As p3 and p4 are not jointly zero, the corresponding eigen-
vector Ep1 is then clearly [p4,−p3, 0]>. The third compo-
nent of it is zero, and therefore it is indeed on an occluding
boundary, Ep1 ∈ O. �


