
1
T
i
p
o
c
a
t
fi
c
p
o
t
i
p
f
h
s
a
r

o
o
t
e
o
i
m
i
u
t
o
d

1232 J. Opt. Soc. Am. A/Vol. 27, No. 5 /May 2010 Emrith et al.
Measuring perceived differences in surface texture
due to changes in higher order statistics
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We investigate the ability of humans to perceive changes in the appearance of images of surface texture caused
by the variation of their higher order statistics. We incrementally randomize their phase spectra while holding
their first and second order statistics constant in order to ensure that the change in the appearance is due
solely to changes in third and other higher order statistics. Stimuli comprise both natural and synthetically
generated naturalistic images, with the latter being used to prevent observers from making pixel-wise com-
parisons. A difference scaling method is used to derive the perceptual scales for each observer, which show a
sigmoidal relationship with the degree of randomization. Observers were maximally sensitive to changes
within the 20%–60% randomization range. In order to account for this behavior we propose a biologically plau-
sible model that computes the variance of local measurements of phase congruency. © 2010 Optical Society of
America
OCIS codes: 330.5000, 330.5020, 330.5510.
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. INTRODUCTION
he frequency channel model has provided many valuable

nsights into human spatial vision [1,2], and it has also
rovided a wealth of features for computer classification
f the image texture [3,4]. Much of this research has been
arried out on the first and second order statistics of im-
ges and it is now well understood as to how these statis-
ics influence perception, and how models—typified by the
lter-rectify-filter (FRF) structure—can be used to ac-
ount for these effects [5–8]. Many studies have also ex-
loited the frequency channel model to investigate “nth
rder statistics” particularly with respect to the preatten-
ive segregation of patterned image regions or abutted
mages [9–19]. Although these studies provided strong
sychophysical evidence of the ability of humans to per-
orm discrimination and segregation tasks, they were,
owever, based on highly stylized binary textures con-
tructed using geometric elements for which the control
nd computation of third and higher order statistics are
easonably straightforward.

Unfortunately standard methods for modeling higher
rder statistics per se in natural (gray-level) images are
ften extremely complex [20–22] and it is difficult to ob-
ain an intuitive understanding of what the many param-
ters represent. However, many researchers have pointed
ut that most of the visually pertinent information in an
mage is encoded in its phase spectrum and there are nu-

erous examples that show that phase randomizing an
mage (also referred to as “scrambling”) leaves it largely
nrecognizable [23–28]. Furthermore, it is well known
hat there is an intimate relationship between the higher
rder statistics and the phase spectra, and studies have
emonstrated that visually salient features in images
1084-7529/10/051232-13/$15.00 © 2
such as edges and bars) correspond to the points where
he various harmonics representing the image (as a two-
imensional signal) have the same phase alignment
known as phase congruency) [29,30].

While phase randomization almost certainly changes
he higher order statistics of images, it is also likely to af-
ect the first order statistics since phase randomizing a
ide bandwidth image will (due to the central limit theo-

em) result in a normal distribution. Some studies have
nvestigated the first order natural image statistics that
ould potentially account for the visual effects of phase
erturbing natural images [8,31,32]. Additionally, it has
lso been reported that, while the first and second order
tatistics are independent in natural images, a correla-
ion between them appears when the images are phase
crambled [8,33,34].

Researchers have recently exploited techniques for
radual phase randomization of natural images in order
o investigate the amount that is required before recogni-
ion or segregation becomes impossible [32,35–40]. Of
hese studies only two [32,38] have related the observer’s
erformance to metrics directly derived from the image
ata. Thomson et al. [32] measured higher order moments
skewness and kurtosis) derived from first order statistics
f the image histogram rather than higher order statis-
ics. Hansen and Hess [38] used phase scrambling over
ifferent frequency bands to investigate the degree of
ross-scale phase alignment required for the identifica-
ion of natural or naturalistic scenes. They proposed a
structural sparseness metric” (SSM) in order to aid the
nterpretation of their results and concluded that observ-
rs are less tolerant to phase scrambling when identifying
ore structured scenes (for example, a scene representing
010 Optical Society of America
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dense forest will contain significantly more structural
nformation than one depicting the sea or a blue sky).

To our knowledge, all of the above mentioned papers
mployed phase spectra scrambling while seeking to
aintain constant power spectra. However, while several

tudies do normalize the mean and variance of the image
uminance they do not explicitly control other higher or-
er moments (skewness and kurtosis) derived from the
mage histogram. Thus it is unclear as to whether the per-
eived image variations are due to changes in the higher
rder moments of first order statistics or due to higher or-
er statistics. Furthermore, none of these studies directly
nvestigate the correlation of an image metric with the
erceived changes caused by the gradual perturbation of
he phase spectrum.

. Current Study
iven that the contribution of first and second order sta-

istics for segregation or discrimination tasks is well re-
earched, it is intriguing to investigate how well we can
etect changes in natural images that are due solely to
hanges in higher order statistics (that is statistics higher
han second order). The goals of this paper therefore are
1) to investigate the ability of observers to perceive dif-
erences in images caused solely by changes in higher or-
er statistics and (2) to propose a biologically plausible
mage processing model that accounts for these percep-
ions.

We present two experiments in which we use natural
mages and synthesized naturalistic images to investigate
he ability of humans to detect small changes in higher
rder statistics. We do this by keeping the image histo-
ram and the power spectrum constant while gradually
hase randomizing the image. In the first experiment we
se a large number of phase randomization levels to de-
ive perceptual scales for each observer, whereas in the
econd experiment we use a smaller number of random-
zation levels with, however, a more extensive set of im-
ges.

. METHODS
2-alternative forced choice (2AFC) procedure was used

o capture human judgments. This method was preferred
ver some other popular methods such as the method of
djustment [41] or ratio scaling since it reduces the bur-
en of having to arbitrarily assign values to randomized
extures being discriminated, is easy to implement, and
lso requires a few trials to fit the observers’ judgments to
perceptual scale. The estimation of a perceptual scale

hat corresponds to the amount of phase randomization
as performed using the technique of maximum likeli-
ood difference scaling (MLDS) [42]. The MLDS is a
ethod that has been used for estimating supra-

hreshold differences across a range of images that have
ndergone some physical changes, for example, in the
uantification of color differences [42], the direct mea-
urement of human perception of image compression [43],
r the estimation of gloss scales [44]. The MLDS works by
sing a set of four stimuli (a quadruple) chosen randomly
rom a full set of textures with different degrees of
andomization. The MLDS requires the use of non-
verlapping quadruples for each reference texture. A set
f N randomized images (for each reference texture) al-
ows the generation of N ! / �4! �N−4�!� non-overlapping
uadruples. For 11 degrees of randomization we obtain
30 non-overlapping quadruples [e.g., (2,3) and (2,8) is an
verlapping quadruple and is not counted in the 330 qua-
ruples]. A more detailed explanation of the MLDS is pro-
ided in Appendix A.

. Observers
he observers asked to perform the experiments pre-
ented in this study had normal or corrected-to-normal vi-
ion. All of the observers were naïve to (1) perceptual tex-
ure characteristics and the nature of the stimuli, and (2)
he purpose of the experiments.

. Stimuli
set of 12 stimuli comprising six natural textures and six

omputer synthesized naturalistic textures were used in
he psychophysical experiment. The natural textures
ere captured under unknown illumination conditions,
hereas the naturalistic textures were synthesized under

ontrolled conditions. In the second case, a Lambertian
odel of reflectance was used to render surface height
aps that were generated using a random or semi-

andom placement of texture elements. Where primitives
verlapped we took the maximum of the height of any
rimitive at that position. Unlike the natural textures,
ach synthetic naturalistic one could be generated repeat-
dly using different seeds controlling the placement of the
exture elements. A total of ten seeds was used for each
ynthetic texture. This procedure ensured that the pairs
f synthetic textures could not be compared pixel-wise,
nd so the synthetic textures provide a control for the pos-
ibility that observers compared the natural texture pairs
n this way. Figure 1 shows all the reference textures used
n the experiment. The first two rows in Fig. 1 show the
atural textures, and rows 3 and 4 show the naturalistic
nes.

All the reference textures were forced to follow normal
ntensity distributions before being phase randomized.

hile the naturalistic textures were generated with nor-
al intensity distributions, the natural textures were
apped to normal distributions using the mean and stan-

ard deviation of their original distributions. Figure 2
hows the pea images before (left column) and after (right
olumn) the mapping process. To obtain test stimuli with
arying amounts of higher order statistics, the reference
extures were subjected to different degrees of phase ran-
omization. To ensure that the randomized images for
ach reference texture varied only in their higher order
tatistics, the textures were normalized to have the same
rst and second order statistics. The normalization pro-
ess was performed at each randomization stage so that
he resulting image was constructed using the partially
andomized phase spectrum of each reference texture and
ts original power spectrum. This allowed the second or-
er statistics to be kept constant for all partially random-
zed images. Additionally, each randomized image was
ubjected to a D’Agostino–Pearson normality test to
erify whether its intensity distribution had deviated
rom the original normal distribution. If the null hypoth-
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sis of a non-normal distribution was not rejected at the
.05 level of significance, the processed image was forced
o the reference texture’s normal distribution and the sec-
nd order statistics were again adjusted. This process is
epeated until both first and second order statistics were
he same as the original image.

Gradual phase randomization was performed by add-
ng a random variable to the principal phase values of the
riginal texture images. The random variable was drawn
rom the uniform distribution �0,��. Eleven degrees of
hase randomization were used with degree 0 being �
0 and degree 10 being �=2� for 100% phase randomiza-

ion and with the other degrees representing linear incre-
ents in �.
Complex conjugate symmetry was maintained in the

andomized phase spectra in order to provide a zero
ower imaginary spatial domain image and to ensure that
he second order statistics in the real spatial domain im-
ge remained constant. Figure 3 shows one synthetic
blood) texture and one natural (seeds) texture at four dif-
erent levels of phase randomization (0%, 30%, 60%, and
00%). All the reference textures were non-periodic (and
lso tileable in the case of synthetic textures), and fully
hase randomizing them results in visually continuous
mages. On the other hand, phase randomizing highly pe-
iodic textures does not lead to visually continuous im-
ges (see Fig. 4) and therefore such textures were not
sed in this study.

. Experimental Setup
20 in. TFT (thin-film transistors) monitor (NEC

CD2090UXi) with a pixel pitch of 0.255 mm (100 dpi)
as used to display a 2�2 array (quadruple) of images of

ize 512�512 pixels for each trial. The calibration of the
amma responses ��=2.2� was performed using a Gareth
acbeth Eye One Pro spectrometer. The luminance of the
onitor was fixed at 120 cd/m2 with the color tempera-

ure set at 6500 K for a frame rate of 60 Hz. Observers
xed the screen from a distance of 70 cm, where it sub-
ended a visual angle of 11°.

. EXPERIMENT 1
he objective of experiment 1 was to investigate how well
bservers could discriminate between pairs of texture im-
ges that differ in their higher order statistics, expressed
s the 11 degrees of randomization described in Section 2.
hile a larger number of trials (with more than 11 ran-

omization levels) would provide higher confidence levels
n estimating the perceptual scales using the MLDS, 330
rials per reference image is more realistic for the percep-
ual task considered. Experiment 1, however, considered
nly a subset of natural and synthetic images since it is
ot practical for observers to judge trials from all 12 ref-
rence textures (i.e., 3960 trials) at one go. Two natural
gravel and seeds) and two synthetic (blood and RanFrac)
eference textures were used in this experiment.

. Procedure
ix observers participated in this experiment. The observ-
rs were presented with two pairs (a quadruple) of stimuli
ig. 1. Images used in the psychophysical experiments. Top two
ows show the six natural images and the bottom two rows show
he six computer synthesized textures.
ig. 2. Example of a natural image whose intensity distribution

a ,b� and �c ,d� displayed one above the other and were
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sked to identify the pair that had the larger perceptual
ifference. The trials for each texture were presented se-
uentially with the observer having the option to take a
reak in between each set of trials presented. No time
imit was imposed on observers in making their choice;
owever, the interface presented to them required that
ne of the two pairs was selected (forced choice mecha-
ism). Observers did not have the option to return to a
revious trial.
The MLDS technique requires that each trial is com-

osed of textures having an ordered degree of randomiza-
ion; however, there was no restriction in the way in
hich the images were presented to the observers. Thus

he position (top or bottom) of each pair was randomized
t each trial and also the position (left or right) within
ach pair was also randomized. Additionally, since the
timuli belonging to each reference texture were pre-
ented sequentially, the order in which the sets were pre-
ented to each observer was alternated. This was done in
rder to balance any effect of fatigue. The result Ri for
ach trial i was saved in a binary form �Ri=0/1� with a
alue of zero corresponding to the upper pair having the
arger perceptual difference or 1 for the lower pair. The
nal results for each test texture were fed to the MLDS
rogram to estimate the perceptual scales. A MLDS pack-
ge implemented using the R programming language was
sed for the estimation process [45].

. Results
lots of the estimated perceptual scales for six observers
re displayed in Figs. 5 and 6 for the chosen naturalistic

Fig. 3. Reference textures at different level

ig. 4. Effect of full phase randomization on the appearance of a
ighly periodic texture (left, original; right, randomized).
blood and RanFrac) and natural (gravel and seeds) im-
ges. Each plot shows how the difference scale values
ary for the selected textures when their phase spectra
ere gradually randomized. The bootstrap procedure de-

cribed by Maloney and Yang [42] was used to estimate
he confidence intervals (�1 SD) shown in the plots. We
bserve that all the plots in both Figs. 5 and 6 exhibit a
igmoidal behavior, monotonically increasing from 0 and
aturating at 1. For both natural and synthesized tex-
ures, the plots clearly show that for an amount of phase
andomization varying from 0% to 20%, the changes in
he difference scale values are low for most of the observ-
rs. This indicates that observers encountered appre-
iable difficulty in discriminating texture pairs within the
%–20% range.
The plots for the synthetic textures (Fig. 5) show sharp

lopes for the range 20%–60% of phase randomization.
his shows a greater ability of observers in discriminat-

ng between the synthetic texture pairs presented, thus
ndicating that observers were more sensitive to smaller
ifferences in randomization within this range. Beyond
he 60% mark, all observers perceived a little change in
he appearance in the partially randomized synthetic tex-
ures.

Inspection of Fig. 3 suggests the basis for the sigmoidal
elationship; at 30% randomization, the texture elements
emain as visible as in the original image, whereas from
0% onward they are not. It should be noted that the ob-
ervers were not explicitly asked to judge the texture
airs based on the visibility of texture elements.
While the plots for natural textures show similar

hapes (see Fig. 6), we observe that the steep slopes ex-
end to 70%–80% phase randomization. The greater abil-
ty of humans to judge perceptual difference between
atural textures within a range up to 80% phase random-

zation may be due to the pixel-wise comparisons that ob-
ervers were able to make for natural textures.

Additionally, the plots in Fig. 5 show very similar be-
avior for the two synthesized textures, while this is not
he case for the two natural textures. We observe that the
ehavior for the seed texture is more linear within the
ange 20%–60% than for the gravel texture. A possible ex-
lanation may be that while the synthetic textures are

domization: Blood (top) and seeds (bottom).
s of ran
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ade up of a single texture element, the texture elements
rom the natural textures vary in size, shape, and con-
rast.

. EXPERIMENT 2
xperiment 2 was carried out to investigate whether the
ehavior of the perceptual scales for the natural and syn-

ig. 5. Plots showing the behavior of individual observers’ differ
extures blood and RanFrac.

ig. 6. Six plots showing the behavior of difference scales with ch

eeds.
hetic textures is maintained for a larger set of textures.
n this experiment a set of eight reference textures, com-
rising four synthetic and four natural textures, was
sed. To allow a larger set to be tested, the number of ran-
omization levels was decreased leading to a fewer trials
er reference image. Figures 5 and 6 from experiment 1
howed that beyond 80% randomization, observers were

ales with changing amount of phase randomization for synthetic

g amount of phase randomization for natural textures gravel and
ence sc
angin
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nable to perceive any changes in the appearance of the
andomized textures. Thus, only the first nine (i.e., 0%–
0%) degrees of randomization were presented in the cur-
ent experiment.

. Procedure
he same procedure as that for experiment 1 was used. A
otal of four observers participated in this experiment.
or each reference texture a set of 126 trials (quadruples)

ig. 7. Plots showing the behavior of difference scales for a set of
evels (0%–80%). Column 1 shows the plots for all textures and c
as presented to observers (i.e., a total of 1008 trials for
ight textures). While the trials for each reference texture
ere presented in sequence, the presentation order for

he natural and synthetic textures was randomized.

. Results
igure 7 shows the plots (left column) for the natural and
ynthesized textures tested and also the mean behavior
right column) for four observers who participated in this

nthetic and four natural textures using only nine randomization
2 shows the average behavior for four subjects.
four sy
olumn
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xperiment. The plots for the eight different textures con-
rm the general behavior (i.e., monotonic and sigmoidal)
f the perceptual scales derived in experiment 1, and also
rovide additional evidence that observers had a greater
bility to discriminate smaller changes in the appearance
f synthetic textures within the 20%–60% range of ran-
omization while being more sensitive to a greater range
up to 70%–80%) for natural textures. Additionally, the
erceptual scales for the natural textures also appear
ore linear, with a rather constant slope, as compared to

he scales for the synthetic textures. These observations
ay be due to the fact that observers may have used

trong localized information as characterized by high-
ights and shadow information to make pixel-wise com-
arison for natural textures, although most structural in-
ormation was destroyed beyond the 60% randomization
evel as illustrated in Fig. 3.

. MODELING OF PERCEPTUAL
IFFERENCES

n this section we seek a biologically plausible model that
an generate a perceptual measure with the following
haracteristics: (1) it has a monotonic sigmoidal relation-
hip with increasing phase randomization and (2) it
hows a steep change in the range 20%–60% of phase ran-
omization.
It is well known that higher order statistics (i.e., higher

han second order) are affected by the phase relationship
f patterns [26]; however, a simple model to represent
hase information is difficult to achieve due to its complex
epresentation (mainly due to phase wrapping in the
ange �−� ,+��). Since it is known that natural images
ontain structure that is aligned locally in phase space
29,30], we have investigated and applied Kovesi’s phase
ongruency model [30] to represent the change in the ap-
earance of textured surfaces at different levels of phase
andomization. We observed in Fig. 3 that randomizing
he phase spectra of the texture images destroys the spa-
ial arrangements of local features and changes the ap-
earance of the texture surfaces. In this study, therefore,
e provide what we believe to be a novel feature derived

rom Kovesi’s phase congruency model [30], which charac-
erizes the change in the appearance of the surface tex-
ures, and we show that this feature meets the criteria de-
cribed above.

Kovesi’s phase congruency model [30] was inspired by
he local energy model presented by Morrone and Burr
29], which models the way in which the human visual
ystem uses odd and even symmetric receptors in the vi-
ual cortex to decode local features such as edges and
ines. Morrone and Burr’s model [29] uses phase congru-
nce information to detect these local features and it has
een applied successfully both to the segmentation of vi-
ual scenes and to predict the perceptual appearance of
hese scenes [30,46,47]. Their model consists of two
tages. In the first stage quadrature filter pairs (odd and
ven symmetric) are applied at different spatial frequen-
ies and orientations. A function based on the sum of
quares of the responses from these filters is computed,
nd peaks corresponding to salient features are identi-
ed. The second stage classifies these peaks in terms of
ifferent perceptual features (such as edges or bars).
orrone and Burr’s model [29], however, does not provide

ood localization of local features due to its dependence on
he local contrast. Kovesi [30] improved Morrone and
urr’s model [29] to provide better localization of features
y computing the phase congruence information that is
nvariant to changes in the image contrast and also by
dentifying and compensating for noise.

The appearance of surface texture is primarily charac-
erized by the presence of local perceptual features such
s edges, lines, or corners. Thus, any change in those per-
eptual features would contribute to changing the appear-
nce of surfaces. Kovesi’s model [30] has been successfully
tilized for the detection of edges and localized features in

mages and has also been shown to perform better than
ther detectors such as Canny or Prewitt [30,48]. We have
herefore employed it in order to investigate how the edge
nformation changes with the varying amount of phase
andomization. Figure 8 shows phase congruency maps of
he blood texture at different levels of phase randomiza-
ion. These maps were generated using a MATLAB imple-
entation of phase congruency available at [49] and de-

cribed in [30].

. Single Feature Representation
ather than a phase congruency map, we require a single
easure per image as the basis of the perceptual scale. A

isual inspection of the maps shown in Fig. 8 suggests
hat as the level of phase randomization is increased, the
dge information is gradually degraded, leading to a noise
mage when the texture is fully randomized. This appears
s a change in the distribution of the edge intensity val-
es as shown in the bottom row in Fig. 8, which suggests
hat the histogram statistics of the phase congruency
aps may provide useful perceptual scales. Figure 9

hows how the mean, variance, skewness, and kurtosis of
he phase congruency histograms vary with increasing
evels of phase randomization for the blood, RanFrac, and
eed textures. While both skewness and variance change
onsiderably with the change in randomization level, the
ariance is the only feature that behaves in a monotonic
ay for the three textures investigated. We observe that

he behavior of skewness is not monotonic within the 0%–
0% range for two of the textures considered (it is mono-
onic only for the RanFrac texture).

The phase congruency variance showed no significant
ifference in the behavior across the randomization levels
hen extracted from naturalistic textures generated us-

ng different placement seeds [see Fig. 10(a)]. This mea-
ure also converges at 100% randomization for both natu-
al and synthetic textures as shown in Figs. 10(b) and
0(c). Additionally, changes in the variance are greatest in
he range 20%–60% of phase randomization. All these ob-
ervations make the phase congruency variance a suit-
ble measure to represent the psychophysical data. In
igs. 10(b) and 10(c) we observe that although the vari-
nce converges for the selected textures, it is different at
% randomization. This suggests that the current mea-
ure of higher order statistics may also account for the
mount of structural information across different tex-
ures in addition to existing mechanisms that employ first
nd second order statistics [1,8,11,12,17,50] to do so.
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. Model
s a model for the computation of the phase congruency
ariance, we propose a two stage process, with the first
tage corresponding to the computation of phase congru-

ig. 8. Phase congruency maps (middle row) for different levels
btained after applying Kovesi’s phase congruency model [30]. Bo
hape when the image is randomized.
ncy, while in the second stage point-wise nonlinearity
nd pooling operations are used to estimate the variance
f the phase congruency map for each randomized image.
igure 11 illustrates the different steps involved in this

wo stage model.

0%, 60%, and 100%) of phase randomized blood images (top row)
ow shows how the edge intensity histogram of each map changes
The first stage is specified in [30]. It uses a bank of
ig. 9. Behavior of the mean, variance, skewness, and kurtosis of the phase congruency distribution for textures blood, RanFrac, and
eeds across the different levels of randomization.
(0%, 3
ttom r
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ogarithmic-Gabor quadrature filters tuned to different
requencies and orientations so as to capture localized
eature information in the texture images. The filters are
pplied in the Fourier domain and the resulting spatial
omain outputs are used to generate the phase congru-
ncy maps. The channels for encoding the edges corre-
pond to a sequence of FRFs in the form of filter-rectify-
lter-rectify-filter. With FRF layers able to detect only
hanges in second order statistics, at least one additional
onlinear layer is needed to capture changes in higher or-
er statistics. The first FRF layer allows the generation of
he phase congruency map PC, where the phase congru-
ncy at each orientation, PCo, is computed as follows:

PCo�x,y� =
Wo�x��Eo�x,y� − T�

�
n

Ano�x,y� + �
, �1�

here Wo�x� is a weighting function for the frequency
pread at a given orientation o and Ano�x ,y� is the ampli-
ude information derived using the response of the

ig. 10. Variation in phase congruency variance with changing
andom placement of textons at different seeds, (b) six different
atural textures.
uadrature filter at each scale n and orientation o. c
o�x ,y� is the energy accumulated by the quadrature fil-
ers at N scales for a given orientation o and is given by
o�x ,y�=�nAno��no�x ,y�, where �no�x ,y� is the weighted
ean phase angle computed at each scale and orienta-

ion. T is used for noise compensation and � is a small
ositive constant that is used when the sum of response
ectors is very small leading to an ill-conditioned compu-
ation of phase congruency. The phase congruency map
C is obtained by summing the noise compensated ener-
ies at all orientations and then normalizing by the sum
f amplitudes of the individual quadrature pairs applied
t all the scales and orientations.
In the second stage, the phase congruency variance 	 is

omputed as follows: 	= 1
D��PC−
�2. It represents the

econd nonlinearity (rectify-filter) layer that the visual
ystem uses to perceive differences in the appearance. 

s the mean phase congruency and D represents the num-
er of pixels in the image. Note that although the vari-
nce is computed over the whole phase congruency map,
t could also be computed over a local window. However,
or the purpose of this paper we only require a single mea-
ure per image. Fitting the psychophysical data with the

of phase randomization for (a) a texture image generated using
tic textures generated using the same seed, and (c) six different
omputed measure leads to a linear relationship in the
Fig. 11. Model: A two stage process for computing the higher order statistics measure to account for change in appearance.
levels
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og-log space. Figure 12 illustrates this relationship. The
igh correlation �R2� values indicate excellent fits for both
atural [Fig. 12(a)] and synthetic [Fig. 12(b)] textures.

. DISCUSSION AND CONCLUSION
hile it is well documented in the literature that most of

he structural information within an image is character-
zed by its higher order statistics, no studies have so far
nvestigated how well humans perceive small changes in
he appearance as a result of changing such statistics.
he current paper has addressed this issue by using both
aturalistic and natural textures. We randomly per-
urbed their phase spectra by differing degrees while forc-
ng all randomized images to have identical first and sec-
nd order statistics as the originals.

Although several studies have investigated the effect of
artially randomizing phase spectra on perception, the fo-
us of those studies was on the ability of observers to per-
orm recognition tasks. No quantitative measurements
ere made of the perceptual differences in the images

hat resulted. Thomson et al. [32] and Hansen and Hess
38] are the only authors to have proposed image metrics
hat change with the varying amount of phase random-
zation in their respective studies. However, neither of
hese studies controlled the first order statistics of their
timuli during the partial phase randomization process.

The experiment presented in this study captured ob-
ervers’ perceptions of changes in the appearance using a
et of natural textures and synthetic textures (with natu-
alistic appearance). A perceptual scale, derived from the
esulting psychophysical data, was shown to have sigmoi-
al monotonically increasing behavior for all images
ested. We observed, from the perceptual scales for both
atural and synthetic textures, that observers had consid-
rable difficulty in perceiving differences in texture pairs
hich were phase randomized by less than 20%. For syn-

hetic images, observers had a greater ability to discrimi-
ate small changes in the appearance within the 20%–

ig. 12. Linear relationship between perceptual difference and p
lood and RanFrac, and (b) gravel and seeds.
0% range and encountered appreciable difficulty beyond
he 60% mark. However, while the perceptual scales for
atural images had the same shape, they indicated that
bservers had the ability to perceive changes in the ap-
earance over a wider range of phase randomization
20%–70%). This may be due to the fact that observers
ould directly compare the gray levels in one region of a
atural image with the same region in its paired image.
he use of a randomized placement of texture elements
revented the observers from using the same strategy for
he synthetic images.

Although the conditions in which the images were ran-
omized suggest that a change in the appearance of the
mages may correspond to a change in the visibility of the
exture elements, we cannot assume that the observers
ased their judgments on the perception of the structure.
owever, we showed (see Fig. 3) that the behavior in the

ange 20%–60% of randomization corresponds to consid-
rable change in the visibility of the image structure.

We have also proposed an image-based metric that cor-
elates well with the perceived changes. Kovesi’s algo-
ithm [30] was used to generate phase congruency maps
hat reflect the degree of phase congruence in local re-
ions of the image. The algorithm is based on Morrone
nd Burr’s model [29] for the detection of visually salient
eatures in images, which is motivated both by the psy-
hophysical data and by the properties of single cells in
he visual cortex. In addition to being biologically moti-
ated, the proposed metric satisfies two additional condi-
ions necessary to account for the perceptual scale de-
ived: (1) it has monotonic sigmoidal behavior and (2) it
as the greatest change in gradient when extracted from

mages that are randomized in the range 20%–60%. It
as also shown to correlate linearly with the perceptual
ifference measurement.
The measure proposed shares a common concept, the

requency channel model, with the SSM proposed by
ansen and Hess [38]. While the SSM exploits the distri-
ution of a set of bandpass filter outputs, the measure we

ongruency variance in a log-log space for (a) synthesized textures
hase c
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se employs a set of quadrature bandpass filters to com-
ute the phase congruency in the image. We have chosen
he latter because spatial phase congruence information
as been widely used in the extraction of visually salient

eatures (e.g., edges, bars, and lines) in images
29,30,48,51,52]. The SSM measure, in contrast, has only
een applied in the study performed by Hansen and Hess
38].

While previous studies in texture discrimination have
ocused on the ability of humans to discriminate different
ategories of textures, the current study has investigated
he ability of humans to perceive small changes in the ap-
earance of the same texture. By using textures that dif-
er solely in higher order statistics we have demonstrated
hat humans are very sensitive to the third and higher or-
er statistics that contribute to the change in the appear-
nce. Additionally, we provide a measure to characterize
he change in the appearance and show that this measure
orrelates well with the perceived perceptual difference in
extures.

PPENDIX A: MAXIMUM LIKELIHOOD
IFFERENCE SCALING
he MLDS is based on a model of the observer’s percep-
ion of differences in psychophysical stimuli ordered on a
hysical scale. Initially, the experimenter selects a set of p
timuli, �I1 ,I2 , . . . ,Ip�, with corresponding values ��1
�2� ¯ ��p� on the physical scale. On each trial the ex-

erimenter presents an observer with quadruples
Ia ,Ib ;Ic ,Id� and asks him to judge which pair, Ia ,Ib or
c ,Id, exhibits the larger perceptual difference. We replace
he notation �Ia ,Ib ;Ic ,Id� with the simpler notation
a ,b ;c ,d� for convenience. Over the course of the experi-
ent, the observer sees many different quadruples. In

ast work, experiments have used the set of all possible
on-overlapping quadruples a�b�c�d for p stimuli and
he resulting scales have proven to be readily interpret-
ble. Moreover, Maloney and Yang [42] reported extensive
valuations of this subset of all possible quadruples.

The data consist of a list of all quadruples presented
nd the observer’s judgments. The goal of the MLDS is to
ssign values to �
1�
2� ¯ �
p� that best account for
he observer’s judgments. Maloney and Yang [42] pro-
osed a stochastic model of difference judgment that al-
ows the observer to exhibit some variation in judgment.
et Lab= �
b−
a� denote the unsigned perceived length of
he interval Ia ,Ib. The proposed decision model is an
qual-variance Gaussian signal detection model [53]
here the signal is the difference in the lengths of the in-

ervals,

��a,b;c,d� = �
d − 
c� − �
b − 
a�. �A1�

f � is positive, the observer should judge the second in-
erval larger; when negative, the first. We assume that
he decision variable employed by the observer is
��a,b;c,d� = ��a,b;c,d� + � = Lcd − Lab + �, �A2�

here �	N�0,�2�: given the quadruple, �a ,b ;c ,d�, the ob-
erver selects the pair Ic ,Id if and only if

��a,b;c,d� � 0. �A3�

n each experimental condition the observer completes n
rials, each based on a quadruple qk= �ak ,bk ;ck ,dk�, with
=1,n. The observer’s response is coded as Rk=0 (the dif-

erence of the first pair is judged larger) or Rk=1 (the sec-
nd pair is judged larger). We fit the parameters �
�
1 ,
2 , . . . ,
p� and � by maximizing the likelihood of the
bserver’s responses,

L��,�� = 

k=1

n

����qk�

�
�1−Rk�1 − ����qk�

�
��Rk

, �A4�

here ��x� denotes the cumulative standard normal dis-
ribution and ��qk�=��ak ,bk ;ck ,dk� as defined in Eq. (A2).

At first glance, it would appear that the stochastic dif-
erence scaling model just presented has p+1 free param-
ters, 
1 , . . . ,
p, together with the standard deviation of
he error term, �. However, any linear transformation of
1 , . . . ,
p together with a corresponding scaling by �−1 re-
ults in a set of parameters that predict exactly the same
erformance as the original parameters. Without any loss
f generality, we can set 
1=0 and 
p=1, leaving us with
he p−1 free parameters, 
2 , . . . ,
p−1, and �.

Equation (A4) is the likelihood for a Bernoulli random
ariable. Taking the negative logarithm allows the pa-
ameters to be estimated simply with a minimization pro-
edure. We used the package MLDS described in [45] to
stimate difference scales.

The fitted values 
1 , . . . ,
p form the difference scale in-
ended to capture human performance. These values can
e plotted against the physical values ��1��2� ¯ ��p�
s a convenient summary of performance. We note that
he choice of physical scale is arbitrary and any increas-
ng transformation of the physical scale is a valid physical
cale. The difference scale, however, is not arbitrary once
ts limits are fixed to be 0 and 1. This opens up the possi-
ility of redefining physical scales of roughness or other
ttributes so that physical spacing better approximates
he perceived difference as has been done for loudness by
oding physical scale units in decibels.

Maloney and Yang [42] evaluated the distributional ro-
ustness of the MLDS. They varied the distributions of
he error term � while continuing to fit the data with the
onstant variance Gaussian error assumption. They
ound that the MLDS was remarkably resistant to fail-
res of the distributional assumptions. Knoblauch and
aloney [45] also considered the possibility that the ob-

erver cannot judge differences in any consistent manner.
uch a failure would likely result in a large value of �
elative to the scale limits of 0,1. They also proposed sev-
ral diagnostic procedures intended to detect failures of
he judgment model underlying the MLDS. Such proce-
ures are analogous to testing for the pattern of residual
alues in the linear regression.
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