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Abstract 
 

Representing the appearances of surfaces 
illuminated from different directions has long been an 
active research topic. While many representation 
methods have been proposed, the relationships 
between the different representations have been less 
well researched.  These relationships are important, as 
they provide (a) an insight into the different 
capabilities of the surface representations, and (b) a 
means by which they may be converted to common 
computer graphics application formats. In this paper, 
we introduce a single mathematical framework and use 
it to express three commonly used surface texture 
relighting representations: Surface Gradients, 
Polynomial Texture Maps (PTM) and Eigen base 
images. The framework explicitly reveals the relations 
between the three methods, and from this  we propose 
a set of conversion methods. 

1. Introduction 

Real-world surface textures commonly consist of a 
spatial variation of reflectance properties (for example 
variation in colour albedo) combined with rough 
surface geometry. Variation of illumination can 
therefore produce dramatic changes their appearance. 
For example, Figure 1 shows two example images of a 
3D surface texture illuminated from two directions. 
The difference due to varying illumination presents 
challenges in both computer vision and computer 
graphics [1,2,3,4]. It is therefore important to extract 
surface representations of the sample texture under 
arbitrary illumination directions. 

Representing the appearances of an object 
illuminated from different directions has long been an 
active research topic. In the past two decades, many 
methods have been proposed [5,11,12,15,16,17]. Some 

were specially developed for extracting surface texture 
representations from a set of pre-captured images 
[2,3,8,9]. Meanwhile, the relations between different 
methods or representations also attracted much 
attention [8,9,10,11,12]. These relations can reveal the 
connections between different representations and 
provide optional formats for the use in computer 
graphics applications. However, no previous work has 
been published on the explicit connections in 
mathematics between surface gradient maps [4], 
Polynomial Texture Maps [8] and eigen images [13, 
17], which is the main objective of this paper. 

 

  

Figure 1. Two images of a 3D surface texture imaged 
under differing illumination. The texture is from an Aran 
jumper. 

In this paper, we investigate the relations between 
three commonly used surface representations: 
Gradient[4], Polynomial Texture Maps(PTM)[8] and  
Eigen[13,17]. Based on previous work in [14,5], we 
introduce a single mathematical framework that can 
summarize the three surface representations. We 
further propose conversion methods between different 
representations. The framework and conversion 
methods present a novel view on the three 
representations. We believe that no other work has 
been published on this subject. 

The rest of this paper is organized as follows. 
Section 2 presents the mathematical framework that 
can describe the relations between the three 



 

  

representations. In section 3, we propose conversion 
methods between different representations. 
Experimental results are shown in section 4. Finally, 
we conclude our work in section 5.  

2. The mathematical framework and three 
surface representation methods 

We first present a mathematical framework that 
summarizes the common properties of the three 
methods. We then introduce the Gradient, PTM and 
Eigen methods under the framework.  

2.1. The mathematical framework 

The framework uses Singular Value Decomposition 
(SVD) to analyze the image intensity matrix. SVD is 
based on the following theorem of linear algebra: 

Any m′ × n′  matrix whose number of rows m′  is 

greater than or equal to its number of columns n′ , can 

be written as the product of an m′ × n′ column-

orthogonal matrix U , an n′ × n′  diagonal matrix W  
with positive or zero elements, and the transpose of an 
n′ × n′  orthogonal matrix V . That is  

TUWVM =                (1) 

where EVVUU TT ==  and E is the unit matrix. The 
elements on the diagonal of W  are called singular 
values. The pseudoinverse of M is expressed as  

T11 UVWM −− =   (2).   
For a group of linear equations bxM =⋅ , where 

T
nxxx ),, ,( 21 ′= Kx  and T

nbbb ),, ,( 21 ′= Kb  are two 

vectors, we can solve x  according to equation (2) 

bUVWbMx T11 −− ==  
The mathematical framework is based on the 

analysis of the image data matrix, which contains all 
images captured under multiple illumination directions. 
Assume each image has m pixels and we have total of n 
images per sample texture. To simplify notations, let 

jki  denote the intensity value of pixel j in the kth image, 
where mj ≤≤1  and nk ≤≤1 . Then we write all image 

intensity data jki  into an m×n matrix  
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where each column represents an image captured under 
a certain illumination direction and each row represents 
the intensity values of a pixel location under different 
illumination directions.  

The framework expresses the image data matrix as 
a product: 

21MMI =  (3) 

where M1 and M2 are two matrices. M1 is the surface 
relighting representation matrix that we want to extract. 
Thus, if we know M2 and assume a certain 
reflectance/lighting model, we can solve M1 by using 
SVD. The Gradient and PTM methods fall into this 
category. If we do not know M2 or do not want to 
assume any reflectance/lighting model, we can directly 
use SVD to analyze the image data matrix I and obtain 
M1 and M2, as will be shown in the Eigen method. 

Thus, the relighting process can be expressed as a 
product of the surface representation matrix M1 and a 
vector c related to the required illumination direction: 

cMi 1=   (4)  

where T
miii )(i  , , , 2 1 K= is the image data vector and  

miii  , , , 2 1 K  are pixel values. 

2.2. The Gradient method 

According to Lambert’s law, surface gradient and 
albedo maps can be used to represent 3D surface 
textures for relighting. We call this method Gradient.  

At a pixel location (x,y), the Lambertian reflectance 
function is expressed as 

ln ⋅= λα),( yxi       (5) 

where:  
),( yxi  is the intensity of an image pixel 

λ  is the incident intensity to the surface 
α  is the albedo value of the Lambertian reflection 
l  is the unit illumination vector at position (x, y) 

and can be expressed as  
TT

zyx lll )cos  ,sinsin  ,sin(cos), , ,( σστστ==l
 

τ  and σ  are the illumination tilt and slant angles  
n  is the normalized surface normal at position (x, y) 

and can be expressed as 
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p and q  are the partial derivatives of the surface 

height function in the x and y directions respectively. 
In this paper, we assume λ  as a constant and 

merge it with albedo α . We simply use ρ  to represent 

λ α . Thus, the data matrix I can be expressed as: 
I=ANL (6) 

where: 
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A is the surface albedo matrix; 

T
m21 )n , ,n ,(nN K=  is the surface normal matrix; 

)l , ,l ,(lL m21 K=  is the lighting matrix.  

We further define a new matrix Na which is the 
product of the surface normal matrix N and the albedo 
matrix A:  

ANNa = . 

Thus we can simply express the image data matrix as  
  LNI a=  (7). 

Comparing equation (7) with equation (3), we have:  

a1 NM =  and LM 2 = . 

The matrix Na, which contains surface gradient and 
albedo information, is the unknown.  

It is trivial to obtain Na by using SVD.  We first 

decompose the lighting matrix as T
LLL VWUL = . 

Then we have 
T

L
1

LL
1

a UWIVILN −− == . 

By relighting Na, which contains surface gradient 
maps scaled by albedo, we can generate new images 
under arbitrary illumination. The Lambertian model is 
used again for relighting: 

lNi a=  

where T
miii )(i  , , , 2 1 K=  is the image data vector 

and T)cos  ,sinsin  ,sin(cos σστστ=l  is the lighting 

vector.  
The advantage of the Gradient method is that the 

surface gradient and albedo maps are compatible with 
computer graphics programming or packages for 
rendering [18, 7]. 

2.3. The PTM method 

The PTM method uses Polynomial Texture Maps 
as surface representations for relighting [8]. 
Malzbender et. al. proposed a luminance model that 
employs a quadratic function of the lighting vector to 
capture variations due to self-shadowing and 
interreflections. It is based on the Lambertian 
assumption and uses the first two elements of the unit 
lighting vector to form a new six-dimensional lighting 
vector 
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The image data matrix is expressed as  

ptmptm LAI =    (8) 

where 
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Each row of matrix Aptm  represents six coefficients 
of the luminance model at each pixel location. These 
coefficients are stored as spatial maps and called 
Polynomial Texture Maps (PTMs). We call Aptm the 
PTM matrix and Lptm is the lighting matrix. Although 
the lighting matrix contains quadratic terms, it can be 
pre-calculated offline. In accordance with equation (3) 
in the mathematical framework, Aptm and Lptm are 
equivalent to M1 and M2 respectively. 

Since the image data matrix I and the lighting 
matrix Lptm are known, we can use SVD to solve the 
over-determined system (8) and obtain the PTM matrix 
Aptm. This is similar to solving for surface gradient 
representations described in section 2.2. Given an 
illumination direction and recalling equation (4), the 
relit image can be expressed as  

ptmptm1 lAcMi == , 

where T
miii )(i  , , , 2 1 K=  is the image data vector and 

lptm is the PTM lighting vector. Thus, the relighting is 
achieved by linear combinations of PTMs. 

Since relighting is implemented using a linear 
combination of pre-computed quadratic terms, the 
PTM method is suitable for real-time rendering 
applications in graphics hardware [8]. 

2.4. The Eigen methods  

Eigen-based methods are widely used by many 
researchers to model the effect due to varying 
illumination e.g. [13, 17]. These methods have the 
advantage that an assumption concerning surface 
reflectance is not required. We apply SVD to generate 
base images in eigen-space.  The image data matrix is 
expressed as  

T
III VWUI =  

Each column in UI therefore is an eigen vector of 
TII corresponding to the singular value in WI. UI is 

used to construct eigen base images and T
IV  contains 



 

  

coefficients for linear combinations. We can write 
),...,,( 21 nwwwdiag=IW , where iw  is the singular 

value of the image data matrix I  and 1+≥ ii ww . 
Since singular values decrease rapidly and the first 

few eigenvectors account for most of the information, 
we approximate the original WI by  

)0, ,0 ,, , ,( 21 KK
)

kwwwdiag=IW , 

where k is the number of  singular values that we want 
to keep. We then obtain an approximation of the image 
data matrix I  that can be expressed as 

T
III VWUI

))
=  (9) 

Recalling equation (3) in the mathematical 

framework we can write II1 WUM
)

= . We let M1 be 

an m×k matrix, since the last kn − columns of IIWU
)

 

are zeroes. Similarly, we create a k×n matrix M2, which 

only contains the first k rows of T
IV , because the last 

kn − rows of T
IV  can be assigned zeroes due to the 

fact that the last kn −  diagonal elements of IW
)

 are 

equal to zeroes.  Thus, we obtain a set of k base images 
in eigen-space which are the k columns of M1. These 
base images are called eigen base images. Matrix M2 
provides the coefficients for the linear combination of 
eigen base images to produce those original images in 
I . We write 

21n21 MM)i , ,i ,(iI == K  (10) 

where n21 i , ,i ,i K  are image data vectors that 
represent those original images captured under 
different illumination directions. 

If we use coefficients that differ from those in M2, 
the linear combinations of these base images allow us 
to generate new images under new illumination 
directions. Thus, we can use these eigen base images as 
representations of 3D surface textures for relighting.  

3. Conversions between surface 
representations 

The mathematical framework provides deep sight 
into the three surface representation methods. Since 
there are mathematical connections between these three 
methods, we can convert one surface representation to 
another one by using SVD method. The conversion can 
provide alternative ways for relighting/rendering in 
computer graphics applications. However, these 
conversions are also based on the least squares sense 
due to the assumptions and the radical properties of the 
SVD method. We use previously introduced 
denotations to show how these representation formats 
can be converted between each other. 

3.1. The Gradient and PTM methods 

In [8], it has been shown that surface normals can 
be converted to PTMs in the lease squares sense based 
on Approximation Theory. It is however, more obvious 
if we use matrix expressions and the SVD method. 
According to equation (7) and equation (8), we obtain 

ptmptma LALNI == . 

Thus we have:  
1

ptmptma LLAN −=  and 1
ptmaptm LLNA −= . 

We may use 1
ptm1 LLC −=  and 1

ptm2 LLC −= to 

denote the coefficient matrices for the conversions 
between the Gradient and PTM representations. 
Obviously, the coefficient matrices can be pre-
calculated. Thus, we have:  

1ptma CAN =  and 2aptm CNA = . 

3.2. The Gradient and Eigen methods 

By equation (7) and equation (10), we obtain 

21a MMLNI == . 

Hence, 1
21a LMMN −=  and 1

2a1 LMNM −= , 

where M1 can contains eigen base images  

We use 1
23 LMC −=  and 1

24 LMC −=  to denote 

the coefficient matrices for the conversions between the 
Gradient and Eigen representations. Then we obtain  

31a CMN =  and 4a1 CNM =  

3.3 The PTM and Eigen method 

By equation (8) and equation (10), we obtain 

21ptmptm MMLAI == . 

Hence, we have 1
ptm21ptm LMMA −=  and 

1
2ptmptm1 MLAM −= . We use 1

ptm2LMC −=5  and 

1
2ptm6 MLC −=  to denote the coefficient matrices for 

the conversions between the PTM and Eigen 
representations. Finally, we obtain 

51ptm CMA =  and 6ptm1 CAM = . 

4. Results 

We used texture samples from the PhoTex texture 
database in our experiments [6]. For each texture, we 
use 36 images captured under different illumination 
directions to extract the surface representations. We 
then apply the conversion methods to obtain new 



 

  

surface representations according to section 3. For the 
comparison purpose, in Figure 2 to Figure 4 we show 
the relit images with two illumination directions 
produced by different surface representations, 
including both original and converted. Each figure 
contains two texture samples (a plaster ripple surface 
and a rock surface). It can be seen that the proposed 
conversion methods produced reasonable results. 
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Figure 2 Relighting results produced by the Gradient 
representations. Images in the first column are produced by 
relighting original surface gradient and albedo maps 
extracted from texture samples images.  Images in the second 
and third column are produced by relighting the converted 
gradient and albedo maps from Polynomial Texture Maps 
and Eigen base images respectively. The block arrows show 
the illumination directions.  

5. Conclusion  

In this paper we have defined the relationships 
between three commonly used surface representations 
in a single mathematical framework. This provides 

significant insight as to the properties of the different 
methods. Furthermore, we have proposed a set of 
methods that can be used to convert between these 
different representations – providing improved 
flexibility and economies in terms of storage and 
bandwidth.  
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Figure 3 Relighting results produced by the PTM 
representations. Images in the first column are produced by 
relighting original PTMs extracted from texture samples 
images.  Images in the second and third column are produced 
by relighting the converted PTMs from Gradient and Eigen 
base images respectively. The block arrows show the 
illumination directions. 
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Figure 4 Relighting results produced by the Eigen base 
images. Images in the first column are produced by relighting 
original eigen base images extracted from texture samples 
images.  Images in the second and third column are produced 
by relighting the converted eigen images from Gradient and 
PTMs respectively. The block arrows show the illumination 
directions. 
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