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Abstract. We consider 2D and 3D complex Schrödinger equa-
tions with Abelian potentials and a fixed energy level. The poten-
tial, wave function, and the spectral Bloch variety are calculated
in terms of the Kleinian hyperelliptic functions associated with
a genus two hyperelliptic curve. In the special case in 2D when
the curve covers two elliptic curves, exactly solvable Schrödinger
equations are constructed in terms of the elliptic functions of these
curves. The solutions obtained are illustrated by a number of plots.

1. Introduction

Modern physical technologies have led to the manufacture of new
materials - films, super-lattices, 2D quantum dots arrays, etc., whose
mathematical models are based on the 2D and 3D Schrödinger equa-
tion with periodic and quasiperiodic potentials. The recent discoveries
of soliton theory, which involve the theory of Abelian functions, make
it possible to construct exactly solvable Schrödinger equations with
Abelian potentials. Progress in this area was made by Novikov and
coworkers since the middle of the 1970s (see e.g. [19]). In [15], the
multi-dimensional spectral problem for the Schrödinger equation un-
der the action of an external magnetic field was considered, and the
corresponding Bloch solutions were constructed at specific values of the
energy. The case of a real pure potential was solved in Refs. [21] and
[20] for some special hyperelliptic curves which permit involution with
two stable points, leading to Prym varieties.

The complex theory of the 2D Schrödinger equation with an Abelian
potential was developed by Buchstaber and Enolskii [11] by differen-
tiating the addition theorem for the Baker function of genus two; in
this approach, the 2D Schrödinger equation appeared as a compati-
bility condition for the ansatz introduced in [11]. The key ingredient
of this technique is the use of the Weierstrass-Klein realization of the
hyperelliptic functions, which is treated in the classical literature [3, 4]
and more recently developed in [14].
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The aim of the present paper is to develop the theory for 2D and
3D Schrödinger equations with an Abelian potential using, as the basic
ingredient, the Baker function Φ(x; α) of the hyperelliptic curve V of
genus g

ΦB(x; α) =
σ(α− x)

σ(α)σ(x)
exp(ζ(α)T x),

where the variable x and spectral variable α belong to the Jacobi
varieties of the underlying hyperelliptic curve, the σ-function is a
generalization of the Weierstrass σ-function to higher genera, and
ζi = ∂/∂xi ln σ(x), i = 1, . . . , g are hyperelliptic ζ-functions. We em-
phasize that the Baker function is defined on the product of Jacobians
Jac(V ) × Jac(V ) in contrast to the Baker-Akhiezer function, which is
defined on the product V × Jac(V ).

To explain the results, we first consider the n-dimensional
Schrödinger equation

(1.1)

{
n∑

k=1

∂2

∂x2
k

− U(x)

}
Ψ(x; α) = λ(α)Ψ(x; α),

where the potential U(x) depends on the column vector x belonging
to the n-dimensional complex space Cn, Ψ(x; α) is the wave function
depending both on x and the spectral parameter, which is a column
vector α ∈ Cn, and λ(α) is the spectral function. We assume that
the functions introduced have the following periodicity properties with
respect to the 2n n-dimensional vectors, which are columns of the n×2n
matrix (2ω, 2ω′), where ω, ω′ are n× n-matrices given by

U(x + 2ωn + 2ω′m) = U(x),(1.2)

Ψ(x + 2ωn + 2ω′m; α) = ξn,m(α)Ψ(x; α),(1.3)

Ψ(x; α + 2ωn + 2ω′m) = Ψ(x; α),(1.4)

where n,m are arbitrary integer column vectors, and the function ξ(α)
is the Bloch factor. The Bloch factor is assumed to be of the form

(1.5) ξn,m(α) = exp
{
2kT (α)(ωn + ω′m)

}
,

and the quasi-momentum k(α) is identified with the eigenvalue of the
translation operator on the lattice.

The equations (1.3) and (1.5) represent a natural generalization of
the usual Bloch theorem to the case of Abelian potentials. Indeed, after
expressing the spectral parameter in terms of the quasi-momentum and
considering translations in the crystal lattice by a vector of the form
2ωn, with 2ω = (2ωi,j)i,j=1,...,n being the n× n period matrix, we have
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from (1.3)

(1.6) Ψ(x + 2ωn; k) = e2kT ωnΨ(x; k).

Similarly, with respect to points of the reciprocal lattice, (1.4) gives

(1.7) Ψ(x; k + 2ω̃n) = Ψ(x; k),

where 2ω̃n is a reciprocal period, which is represented as a column of
the n× n reciprocal period matrix 2ω̃, which will be shown later to be
equal to iπ(ω)−1.

These properties mean that the Schrödinger equation is considered
on the product of tori T ×T , T = Cn/2ω⊕2ω′, which we assume to be
generated by a hyperelliptic curve V and therefore T is the Jacobian
Jac(V ) of the curve. Since the potential has the periodicity property
(1.2), it is an Abelian function, as is the corresponding spectral func-
tion.

In this case, the periods 2ω and 2ω′ are generated by the holomorphic
integrals over cycles of the curve V , and it is always possible to fix the
parameters of the curve in such a way, that the period matrix 2ω is
real and the period matrix 2ω′ is pure imaginary.

From the physical viewpoint, it is natural to consider the potential
and the wave functions as functions of the argument ıx + Ω, where Ω
is a real half period. Then the potential U(ıx + Ω) is periodic with
respect to the period lattice 2ıω′ and is smooth and real at real x, and
the wave function Ψ(ıx + Ω; α + Ω′), where Ω′ is a pure imaginary
period, satisfy the Bloch property (1.6)

(1.8) Ψ(ıx + Ω + 2ω′n; k(α)) = e2ıkT (α)Im(ω′)nΨ(ıx + Ω; k(α)),

with real quasi-momentum k(α).
In this context, we shall call this periodicity property of the wave

function the Bloch property. The subvariety B ⊂ Jac(V ) for which the
spectral problem (1.1) can be solved is called the Bloch variety.

The Bloch variety, when parametrized in terms of the quasi-
momentum k, and restricted to a fixed value of the energy E = λ(α) =
const, is called a Fermi variety, denoted by F. If the Schrödinger equa-
tion permits solutions only at a fixed energy level, which is independent
of the spectral parameter α, then the Bloch variety and the Fermi vari-
ety are isomorphic, but generally speaking dimB ≥ dim F. The Fermi
variety is a Fermi surface in the case dimF = 2 (this situation is usu-
ally realized at n = 3) and a Fermi curve in the case when dim F = 1.
In the theory of the electronic structure of metals, most interest lies
in those exactly solvable Schrödinger equations which admit nontrivial
Fermi varieties.
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In what follows we shall interpret all these quantities for the case
of 2D and 3D Schrödingers equations in terms of Abelian functions of
genus two and genus three hyperelliptic curves.

We would like to emphasise that the known methods of derivation
of exact solutions of multidimensional Schrödingers equations suppose
the separability of the potential, i.e. in 2D, U(x) = α℘(x1)℘(x2), where
the ℘(xi) are the Weierstrass elliptic functions, and α = const. In this
case the lattice structure is necessarily rectangular(cubic) in 2D(3D).
The non-separable potentials which we are considering enable us to
investigate more general lattice symmetries, with a greater range of
physical applications.

The paper is organized as follows. In Section 2 we consider the well
known case of the Lamé equation in 1D elliptic potentials. In Section
3 we introduce a suitable generalization of the Kleinian function to
higher genera and present a natural extension of the theory of the one-
gap Lamé potential to higher dimensions. The results of this section
will not be restricted to two dimensions but will be valid also in the
3D case. In Section 4 we apply the general results of Section 3 to the
2D case, by deriving the explicit form of a certain family of Abelian
potentials for which the 2D Schrödinger equation is exactly solvable. A
set of figures for the potential profiles, showing that they are periodic,
real and nonsingular, and therefore suitable for physical applications, is
also given. The corresponding eigenvalues and eigenfunctions are also
explicitly displayed. Section 5 is devoted to the case of reduction of the
2D Abelian potential and associated eigenfunction to elliptic functions.
To do this we use the general results of Section 3 together with the
explicit formulae for the deformation of the two-gap Lamé potential
under the action of the KdV flow and the 3-particle dynamics over the
locus, to derive exactly solvable 2D Schrödinger equations with elliptic
potentials. Finally, in Section 6 we will consider the extension of the
theory to the 3D case.

2. The 1D Schrödinger equation with elliptic potentials

One of the main problems in condensed matter physics is the con-
struction of solutions of the Schrödinger equation with real and nonsin-
gular periodic or quasi periodic potentials. Except in very few cases,
this problem is in general not solvable without resorting to approxima-
tions.

One of the few cases for which exact solutions are known is provided
by the remarkable example of the one dimensional Lamé equation with
an elliptic potential (here and below we follow the standard notation
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of the theory of elliptic functions fixed in [7]),{
d2

dx2
− U(x)

}
Ψ(x; α) = ℘(α)Ψ(x; α),(2.1)

U(x) = 2℘(x), Ψ(x; α) = ΦW (x; α) =
σ(α− x)

σ(α)σ(x)
exp {ζ(α)x} .(2.2)

Since in the following sections we will consider the generalization of
this classical case to higher dimensions, we shall briefly review it here.

We recall that the Weierstrass functions ℘, ζ are given as logarithmic
derivatives of the σ-function,

℘(x) = − d2

dx2
ln σ(x), ζ(x) =

d

dx
ln σ(x).

The σ-function, which is the generating function for the whole theory,
is constructed from the elliptic curve

(2.3) w2 = 4z3 − g2z − g3 ≡ 4(z − e1)(z − e2)(z − e3).

equipped with a canonical basis of cycles a, b as follows. The holo-
morphic differential and the associated meromorphic differential of the
second kind are given respectively by dz/w and zdz/w. Their a and b
periods

2ω =

∮
a

dz

w
, 2ω′ =

∮
b

dz

w
,(2.4)

2η = −
∮

a

zdz

w
, 2η′ = −

∮
b

zdz

w
(2.5)

satisfy the Legendre relation

(2.6) ηω′ − ωη′ =
ıπ

2
.

Then the Weierstrass σ-function has the form

(2.7) σ(x) =

√
π

ω

1
8
√

∆
exp

(
ηx2

2ω

)
ϑ1

( x

2ω
|τ

)
,

where ϑ1 is the Jacobian θ-function, τ = ω′/ω and ∆ = 16(e2−e3)
2(e3−

e1)
2(e1− e2)

2. This σ-function can be also be represented as the power
series

σ(x) = x− g2x
5

24 · 3 · 5 +
g3x

7

23 · 3 · 5 · 7 + . . .
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with coefficients connected by a recursion relations first found by Weier-
strass [22] and documented in [1] (see also [17]). The Weierstrass σ-
function has the periodicity property

σ(x + 2nω + 2mω)(2.8)

= (−1)n+m+mn exp{2(nη + mη′)(x + nω + mω′)}σ(x),

which leads to the following expression for the Bloch factor

(2.9) ξi(α) = exp(2ωiζ(α)− 2αηi), i = 1, 2, 3.

The functions ξi(α) are elliptic functions with periods 2ω, 2ω′, because
of the Legendre relation.

To give the physical interpretation of the above formulae we shall fix
the potential and the wave function as follows

(2.10) U(x) = 2℘(ıx+ω), Ψ(x; α) = ΦW (ıx+ω; α+ω′), x, α ∈ R,

which has the real period −2ıω′; the associated quasi-momentum is
given by the formula

(2.11) k(α) = ζ(α + ω′)− η′

ω′
(α + ω′), α ∈ R,

The wave function, considered as a function of k instead of α, has
the periodicity property (1.7) with the reciprocal period

2ω̃ =
ıπ

ω′
.

The Bloch variety B is the Jacobian of the elliptic curve, which is
isomorphic in this case to the elliptic curve itself.

We remark here that the 1-dimensional finite-gap potentials appear
to be important in applications. For example Belokolos proved in 1980
[8] that the exact solution of the famous Peierls problem is a finite-gap
potential.

The simplest generalization of (2.1) to the n-dimensional case can
be obtained if we consider the separable potential

U(x) = 2
n∑

k=1

℘(ıxk + ω(k); 2ω(k), 2ω(k)′),

where ℘(·; 2ω(k), 2ω(k)′) are Weierstrass elliptic functions with periods

2ω(k) and 2ω(k)′. The energy E and components of the quasi-momenta
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k are then

E =
n∑

k=1

℘(αk + ω(k)′; 2ω(k), 2ω(k)′),

kj(αj) = ζ(αj)− η(j)′

ω(j)′αj, j = 1, . . . , n.

The wave function is given in this case as a product of the functions
ΦW .

In the case n = 3 such potentials lead to non-trivial and sometimes
very interesting Fermi surfaces. For example, Baryakhtar et al. [6] have
used separable potentials to calculate successfully the electron energy
of metals and high-temperature superconductors, and Belokolos and
Korostil [5] have studied the electron-phonon interaction function.

Moreover, a general theory for the Schrödinger equations with sep-
arable multidimensional Lamé potentials with an arbitrary number of
gaps in the spectrum was recently developed in [10]. This approach was
shown to be effective for the exact computation of the energy bands
and Fermi surfaces of 2D lattices with square or rectangular symmetry.
The extension of these results, however, to lattices with more general
spatial symmetries seems problematic in the context of separable mul-
tidimensional Lamé potentials.

We shall develop below another generalization, which leads to a non-
separable potential. Namely we shall show that the Lamé equation
(2.1) can be generalized to higher dimensions within the Weierstrass-
Klein generalization of Weierstrass elliptic function theory to higher
genera, following [3, 4] and also [13, 14]. This generalization enables
us to treat more general symmetries than the separable case.

3. Multidimensional Schrödinger equations as

generalized Lamé equations of higher genera

To develop the theory of the multidimensional Schrödinger equation
we need a suitable generalization of the fundamental σ-function of the
hyperelliptic curve V = V (w, z) of genus g

w2 = 4

2g+1∏
i=1

(z − ei) ≡ 4z2g+1 +

2g∑
i=0

λiz
i(3.1)

by the following formula, which is analogous to that in the elliptic case

(3.2) σ(x) =

√
πg

det 2ω

1

4

√∏
i6=j(ei − ej)

exp{xT κx}θ[ε]((2ω)−1x|τ),
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where

[ε] =

[
ε′T

εT

]
=

[
ε′1 . . . ε′g
ε1 . . . εg

]
,

is the necessarily half integer characteristic of the vector of Riemann
constants, and θ[ε](v|τ) is the standard multi-dimensional theta func-
tion with characteristic
(3.3)

θ[ε](v|τ) =
∑

m∈Zg

exp{πı(m + ε′)T τ(m + ε′) + 2πı(m + ε′)T (v + ε)}.

The matrix

(3.4) κ = η(2ω)−1

is the symmetric matrix which generalizes the factor η/2ω in the ex-
ponential (2.7) to the higher genera. The 2g × 2g period matrix,(

ω ω′

η η′

)
satisfies the generalized Legendre relation

(3.5)

(
ω ω′

η η′

)(
0 −1g

1g 0

)(
ω ω′

η η′

)T (
0 −1g

1g 0

)
= − ıπ

2
,

where the g × g period matrices 2ω, 2ω′, 2η, 2η′ are

2ω =

(∮
ai

duj

)
i,j=1,...,g

, 2ω′ =
(∮

bi

duj

)
i,j=1,...,g

,

2η =

(
−

∮
ai

drj

)
i,j=1,...,g

, 2η′ =
(
−

∮
bi

drj

)
i,j=1,...,g

.

Here the dui are the holomorphic differentials

(3.6) duT = (du1, . . . , dug), duk =
zk−1dz

w
,

and the dri are the differentials of the second kind with a pole at infinity

drT = (dr1, . . . , drg),

drj =

2g+1−j∑
k=j

(k + 1− j)λk+1+j
zkdz

4w
, j = 1, . . . , g.(3.7)

The Kleinian σ-function has the following periodicity property

σ(x + 2Ω(n,m)) = exp{2ET (n,m)(x + Ω(n,m))}
× exp{−ıπnT m− 2ıπεT m}σ(x),(3.8)

where E(n,m) = ηn + η′m, Ω(n,m) = ωn + ω′m, n,m ∈ Zg and
εT is the lower line of the characteristic of the vector of the Riemann
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constant. The Kleinian ζ and ℘–functions are introduced through log-
arithmic derivatives of the Kleinian σ–function,

ζi(x) =
∂ lnσ(x)

∂xi

, ℘i,j(x) = −∂2 lnσ(x)

∂xi∂xj

,

℘i,j,k(x) = − ∂3 lnσ(x)

∂xi∂xj∂xk

, i, j, k = 1, . . . , g etc.

We will omit commas between indices when the resulting formula is
unambiguous. The Abel map A : (V )g → Jac(V ) of the symmetrised
product V ×· · ·×V to the Jacobi variety Jac(V ) = Cg/2ω⊕2ω′ of the
curve V is defined by the equations

g∑
k=1

∫ (wk,zk)

(0,ek)

du = x.(3.9)

The Kummer variety is defined as the factor Kum(V ) = Jac(V )/x →
−x by the involution x −→ −x.

The principal results of the theory of the hyperelliptic Kleinian can
be formulated using the (g + 2)× (g + 2)-matrix

H = {hi,k}i,k=1,...,g+2, hik = 4℘i−1,k−1 − 2℘k,i−2 − 2℘i,k−2

+
1

2
(δi,k(λ2i−2 + λ2k−2) + δk,i+1λ2i−1 + δi,k+1λ2k−1) .(3.10)

We denote the minors of the matrix H as follows

H[k1
j1

...

...
kn
jm

]{hik,jl
}k=1,...,m;l=1,...,n.

Theorem 3.1 ([14]). The matrix H has the following properties

• Let (w1, z1), . . . , (wg, zg) be an divisor and Z = (1, z, . . . , zg+1),
then for arbitrary vectors

wrws = ZT
r HZs, and in particularZT HZ =

2g+2∑
i=0

λiz
i.

• Let (w1, z1), . . . , (wg, zg) be the divisor, then the vectors Z =
(1, zr, . . . , z

g+1
r ), r = 1, . . . , g are orthogonal to the last column

of the matrix H or equivalently the zr are the roots of the equa-
tion

(3.11) zg − ℘gg(u)zg−1 − . . .− ℘1g(u) = 0,

which yields the solution of the Jacobi inversion problem, where
the second coordinate of the divisor is defined as follows

(3.12) wk = −
g∑

j=1

℘jgg(u)zg−j
k .
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• rank H = 3 at generic points and

(3.13) −1

4
℘igg℘kgg = det H

[
k
i
g+1
g+1

g+2
g+2

]
, ∀i, k = 1, . . . , g.

The intersection of the g(g + 1)/2 cubics defines the Jacobi va-

riety as an algebraic variety in Cg+ 1
2
g(g+1).

• The intersection of the g(g − 1)/2 quartics

(3.14) det H
[
k
i
l
j
g+1
g+1

g+2
g+2

]
= 0,∀i 6= j, k 6= l = 1, . . . , g

defines the Kummer variety as an algebraic variety in C 1
2
g(g+1).

• The following equality is valid

RT πjlπ
T
ikS =

1

4
det

(
H

[
i
j
k
l
g+1
g+1

g+2
g+2

]
S

RT 0

)
,(3.15)

where R, S ∈ C4 are arbitrary vectors and

πik =


−℘ggk

℘ggi

℘g,i,k−1 − ℘g,i−1,k

℘g−1,i,k−1 − ℘g−1,k,i−1 + ℘g,k,i−2 − ℘g,i,k−2

 .

On the basis of the above relations, we shall construct the linear
differential operators for which the spectral variety will be defined in
Jac(V ). Following Baker (see [3, page 421]) we define a function on
Jac(V )× Jac(V ).

Definition 3.1. The standard Baker function ΦB of the curve V is the
function on the product Jac(V )× Jac(V ), and is defined as follows

ΦB : Jac(V )× JacV → C

ΦB(x; α) =
σ(α− x)

σ(α)σ(x)
exp(ζT (α)x),

where ζT (α) = (ζ1(α), . . . , ζg(α)), and

x =

g∑
k=1

∫ (wk,zk)

(0,ek)

du, α =

g∑
k=1

∫ (νk,µk)

(0,ek)

du ∈ Jac(V ),

where ((w1, z1), . . . , (wg, zg)) and ((ν1, µ1), . . . , (νg, µg)) are nonspecial
divisors on V . The ΦB–function is meromorphic in x and has the
periodicity property (1.3) with the Bloch factor
(3.16)

ξn,m(α) = exp{2ζT (α)Ω(n,m)− 2ET (n,m)α}, i = 1, . . . , g,

where Ω(n,m) = ωn+ω′m, E(n,m) = ηn+η′m, n,m ∈ Zg are
arbitrary integer vectors. We shall call the Baker function any function,
which is meromorphic on Jac(V ) × Jac(V ) and has the periodicity
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property (1.3) with the Bloch factors (3.16). Evidently in the case of
genus one ΦW ≡ ΦB.

We remark, that the spectral variety of the standard Baker function
is the Jacobi variety of the curve, in contrast with the Baker-Akhiezer
function, whose spectral parameter is evaluated on the curve. In our
notation, the Baker-Akhiezer function is ΦBA(u; (µ, ν)), which is given
by the formula (see [18])

ΦBA(x; (µ, ν)) =

σ

(
(ν,µ)∫

(ν0,µ0)

du− x

)
σ(x)

exp

 (ν,µ)∫
(ν0,µ0)

drT x

 ,

where (ν, µ) ∈ V , and x ∈ Jac(V ). The function ΦBA solves the one
dimensional Schrödinger equation with the potential 2℘gg

(3.17) (∂2
g − 2℘gg)ΦBA =

(
z +

λ2g

4

)
ΦBA,

with respect to ug for all (ν, µ) ∈ V .
Let us fix as the period lattice the matrix of real periods 2ω. In

analogy with the case of genus one, the Bloch factor (3.16) of the
standard Baker function can be written as

ξn(α) = exp{2kT (α)ωn},
k(α) = ζ(α + Ω′)− 2κ(α + Ω′),(3.18)

where Ω′ is an imaginary half period.
To prove the last formula we take into account the definition and the

symmetry property of the matrix κ. We have

(ηn)T β = (κ(2ω)n)T β = 2βT κωn.

The Bloch factor is an Abelian function, whose periodicity properties
are provided by the periodicity property of the ζ-function and the gen-
eralized Legendre relation (3.5).

We shall prove the following

Proposition 3.2. Let V be a hyperelliptic curve of genus g < 4. Then
the g + 1 + 1

2
g(g + 1) Baker functions on Jac(V )× Jac(V ) are

F0(x; α) = ΦB(x; α),

Fi(x; α) =
∂

∂xi

ΦB(x; α), i = 1, . . . , g,(3.19)

Fij(x; α) =

{
∂2

∂xi∂xj

− 2℘ij(x)

}
ΦB(x; α), i ≤ j = 1, . . . , g,
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where ΦB(x; α) is the standard Baker function of the curve. These
functions, regarded as functions of x, are linearly dependent, i.e. there
exists at least one relation between them of the form
(3.20)

c0(α)F0(x; α) +

g∑
i=1

ci(α)Fi(x; α) +
∑

i≤j=1,...g

cij(α)Fij(x; α) = 0,

where not all functions in α: c0(α), ci(α), cij(α) are equal to zero.

Proof. We shall prove the statement for g = 2 and g = 3. Let us write
the standard addition theorem of the second order θ-functions

θ

[
ε′T

εT + γT

]
(v + u|τ)θ

[
ε′T

εT

]
(v − u|τ)

=
∑

2δ∈(Z/2Z)g

(−1)4εT δ θ

[
δT

γT

]
(2v|2τ)θ

[
ε′T + δT

γT

]
(2u|2τ),

Now set u = 0 and γ = 0,
(3.21)

θ2

[
ε′T

εT

]
(v|τ) =

∑
2δ∈(Z/2Z)g

(−1)4εT δT

θ

[
δT

0T

]
(2v|2τ)θ

[
ε′T + δT

0T

]
(0|2τ),

where δT = (δ1, . . . , δg) with 2δi = 1 or 0, i = 1, . . . g. We multiply
both sides of (3.21) by the factor exp{2uT κu}, where v = (2ω)−1u and
the matrix κ is given in the definition of the fundamental σ-function.
One can see that the entire functions

ψ

[
ε′T

εT

]
(v|τ) = exp{2uT κu}θ2

[
ε′T

εT

]
(v|τ),

ψ̃

[
δT

0T

]
(2v|2τ) = exp{2uT κu}θ

[
δT

0T

]
(2v|2τ).(3.22)

have the same periodicity property

ψ

[
δT

0T

]
(2v + 2Ω(m,m′)|τ)

= exp
{
2ET (m,m′)(x + Ω(m,m′))

}
ψ

[
δT

0T

]
(2v|τ),(3.23)

with E(m,m′) = ηm + η′m′ as defined above. Therefore any 2g + 1
entire functions which posses the periodicity property (3.23) are linearly
dependent. Moreover this statement can be extended to the case of
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entire functions which have the periodicity property

ψ(v + 2Ω(m,m′))

= exp
{
2ET (m,m′)(x + Ω(m,m′)) + γ(m,m′)

}
ψ(v),(3.24)

where γ(m,m′) is some constant. The proof given is valid for genera
satisfying the inequality

2g < g +
g(g + 1)

2
.

These are the cases g = 2 and g = 3. ¤

We remark, that in the case of g = 2, the statement of Proposition
3.2 was derived in [11], see also [13], as the condition of the validity of
the addition theorem for the Baker function

(3.25) ΦB(u + v; α) =
Y T (u; α)AY (v; α)

XT (u)AX(v)

with the integer 4× 4-matrix A, where X(u) is a 4 component mero-
morphic vector function and the 4 component vector function Y (u; α)
has the periodicity properties (1.3,1.4).

The origin of the ansatz (3.25) is explained as follows. In the case
g = 1, (3.25) follows from the Weierstrass addition formula for the
σ-functions,

(3.26)
σ(u + v)σ(u− v)

σ2(u)σ2(v)
= ℘(v)− ℘(u),

which can be written in the equivalent form

(3.27) ΦW (u + v; α) =
ΦW (u; α)Φ′

W (v; α)− ΦW (v; α)Φ′
W (u; α)

℘(u)− ℘(v)
.

This last equality can be rewritten in the form (3.25) with the vectors

(3.28) Y (u; α) =

(
Φ(u; α)
Φ′(u; α)

)
, X(u) =

(
℘(u)

1

)
,

and the 2× 2-matrix

(3.29) A =

(
0 −1
1 0

)
.

In the case of genus g = 2, a solution of (3.25) was found in [11] with

XT (u) = (℘22(u), ℘12(u), ℘11(u), 1),

Y T (u; α) = C (F0(u; α), F1(u; α), F2(u; α), F12(u; α)) ,
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where the 4× 4-matrices A and C are given as follows

A =


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 , C =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1/℘22(α)

 ,

The Schrödinger equation (4.11) and the hyperbolic equation (4.16) in
this approach are, in this approach, the compatibility condition of the
validity of the ansatz (3.25).

We shall show in the next sections how the Proposition 3.2 is used to
derive 2D and 3D Schrödinger equations with a potential expressible
in terms of Kleinian ℘-functions.

4. The two dimensional Schrödinger equation with an

Abelian potential

Consider the Riemann surface of a curve V (x, y) of genus 2, in the
form

w2 = 4z5 + λ4z
4 + λ3z

3 + λ2z
2 + λ1z + λ0

= 4Π5
k=1(z − ek)(4.1)

equipped with a homology basis (a1, a2; b1, b2) ∈ H1(V, Z). The canon-
ical holomorphic differentials and the associated meromorphic differen-
tials of the second kind have the form

du1 =
dz

w
, du2 =

zdz

w
,

dr1 =
λ3z + 2λ4z

2 + 12z3

4w
dz, dr2 =

z2

w
dz.

The fundamental Kleinian σ-function is expanded near x = 0 as follows

(4.2) σ(x1, x2) = x1 − 1

3
x3

2 +
1

24
λ2x

3
1 + o(x3).

Denote

ζi(x) =
∂

∂xi

ln σ(x), i = 1, 2

℘ij(x) = − ∂2

∂xi∂xj

lnσ(x), i, j = 1, 2

The equations of the Jacobi inversion problem

xi =

∫ (w1,z1)

(0,e1)

dui +

∫ (w2,z2)

(0,e2)

dui, i = 1, 2
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are equivalent to an algebraic equation

(4.3) P(z,x) = z2 − ℘22(x)z − ℘12(x) = 0,

i.e., the pair (z1, z2) is the pair of roots of (4.3). So we have

(4.4) ℘22(x) = z1 + z2, ℘12(x) = −z1z2.

The corresponding wi is expressed as

(4.5) wi = ℘222(x)zi + ℘122(x), i = 1, 2.

The function ℘11(x) is expressed in terms of symmetric functions of
the divisor as

(4.6) ℘11(x) =
F (z1, z2)− 2w1w2

4(z1 − z2)2
,

where

F (z1, z2) =
2∑

k=0

zk
1z

k
2 (2λ2k + λ2k+1(z1 + z2)) .

The three functions ℘11, ℘12, ℘22 are known to be algebraically de-
pendent, being the coordinates of the quartic Kummer surface, which
is given by the equation

det


λ0

1
2
λ1 −2℘11 −2℘12

1
2
λ1 λ2 + 4℘11

1
2
λ3 + 2℘12 −2℘22

−2℘11
1
2
λ3 + 2℘12 λ4 + 4℘22 2

−2℘12 −2℘22 2 0

 = 0,

where the variables ℘22 = X,℘12 = Y, ℘11 = Z are regarded as coordi-
nates of the surface in C3.

We are now in a position to formulate the following theorem

Theorem 4.1. The following equality is valid for the six Baker func-
tions F0(x; α), F1(x; α), F2(x; α), F11(x; α), F12(x; α) and F22(x; α)
in the case of genus two[

aF11 + bF12 + a℘12(α)F22 +
1

2
b℘22(α)F22

+

(
a℘122 +

1

2
b℘222(α)

)
F2

]
(4.7)

=

[
a

(
℘11(α)− ℘12(α)℘22(α) +

1

4
λ2

)
− 1

2
b℘2

22(α)

]
F0,

where a, b are arbitrary and the λi parameters of the curve (4.1).
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Proof. Consider the six functions,

(4.8) σ(x)2F (x; α), σ(x)2Fi(x; α), σ(x)2Fij(x; α), i, j = 1, 2.

These are linearly dependent second order entire functions, satisfy-
ing (3.24) with γ(m,m′) = ζT (α)Ω(m,m′) −ET (m,m′)α ≡ k(α).
Therefore there exist constants c0, c1, c2, c11, c12, c22 6= 0, such that

c0F0(x; α) +
∑
k=1,2

ckFk(x; α) +
∑

i,j=1,2

cijFij(x; α) = 0.(4.9)

Using the expansion (4.2) and the identity ℘112 = ℘222℘12 − ℘122℘22,
we arrive at the equations

c1 = 0,

c0 + c11℘11(α) +
1

4
c11λ2 − c22℘22(α) = 0,

2c11℘12(α) + c12℘22(α)− 2c22 = 0,
−2c2℘12(α) + c12℘122(α) + 2c22℘122(α) = 0,
−c2℘22(α)− c11℘112(α) + c22℘222(α) = 0,

2c2 − 2c11℘122(α)− c12℘222(α) = 0,

whose solution reads

c11 = a, c12 = b,

c0 = a

(
℘11(α)− ℘12(α)℘22(α) +

1

4
λ2

)
− 1

2
b℘2

22(α),

c22 = a℘12(α) +
1

2
b℘22(α),

c2 = a℘122(α) +
1

2
b℘222(α),(4.10)

where a and b are arbitrary. The equality (4.7) then follows immedi-
ately. ¤

By choosing the parameters a = 1, b = 0 and then a = 0, b = 1 we
get from the equality (4.7) the following equations on Jac(V )× Jac(V ){[

∂2

∂x2
1

− 2℘11(x)

]
+ ℘12(α)

[
∂2

∂x2
2

− 2℘22(x)

]}
Ψ1(x; α)

=
1

4℘12(α)
(λ0 + λ2℘12(α) + λ4℘

2
12(α))Ψ1(x; α),

where

Ψ1(x; α) = Φ(x; α)exp

{
1

2

℘122(α)

℘12(α)
x2

}
,

and

℘22(α)

{[
∂2

∂x2
1

− 2℘11(x)

]
+ 2℘12(α)

[
∂2

∂x1∂x2

− 2℘12(x)

]}
Ψ2(x; α)
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= −℘2
22(α)Ψ2(x; α),

where

Ψ2(x; α) = Φ(x; α)exp

{
−1

2
℘122(α)x1

}
.

Therefore the following theorems are valid for the case of genus two:

Theorem 4.2. Let V be nonsingular hyperelliptic curve of genus 2
given by the equation (4.1). Let ΦB(x; α) be the standard Baker func-
tion on Jac(V )× Jac(V ). Let Ω = (ω11, ω21)

T , Ω′ = (ω11, ω21)
T be the

real and imaginary half periods.
Then the following 2D Schrödinger equation at a fixed energy level

is valid {
∂2

∂x2
1

+
∂2

∂x2
2

− U1(x)

}
Ψ1(x; α)

=
1

4
(λ0 + λ2 + λ4)Ψ1(x; α),(4.11)

where the smooth and real potential U1(x) and wave function Ψ1(x; α)
have the form

U1(x) = 2℘11(ıx + Ω) + 2℘22(ıx + Ω), x ∈ R2,(4.12)

Ψ1(x; α) = ΦB(ıx + Ω; α + Ω′)

× exp

{
1

2
℘122(α + Ω′)(ıx2 + ω′12)

}
, x,α ∈ R2,(4.13)

and are restricted to the complex 1-dimensional Bloch variety B1 given
by the equation

(4.14) B1 = {(α)|℘12(α + Ω′) = 1}.
The vector of quasi-momentum is real and is given by the formula

(4.15) k(α) = ζ(α + Ω′)− 2κ(α + Ω′) +
1

2
℘122(α + Ω′)

(
0
1

)
.

Theorem 4.3. For the conditions of Theorem 4.2, the following hy-
perbolic equation at the zero energy level is valid{

∂2

∂x1∂x2

− U2(x)

}
Ψ2(x; α) = 0,(4.16)

where the smooth and real potential U2(x) and the wave function have
the form

U2(x) = 2℘12(ıx + Ω), x ∈ R2,(4.17)

Ψ2(x; α) = ΦB(ıx + Ω; α + Ω′)(4.18)

×exp

{
1

2
℘122(α)(ıx1 + ω′21)

}
, x,α ∈ R2,
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and is restricted to the complex 1-dimensional Bloch variety B2 given
by the equation

(4.19) B2 : {(α)|℘22(α + Ω′) = 0}.
The vector of quasi-momentum is real and given by the formula

(4.20) k(α) = ζ(α + Ω′)− 2κ(α + Ω′) +
1

2
℘222(α + Ω′)

(
1
0

)
.

The Bloch varieties Bk ⊂ Jac(V ), k = 1, 2 are pull-backs of the vari-

eties B̃k ⊂ Kum(V ), k = 1, 2 under the projection Jac(V ) → Kum(V ),

where the B̃k are given by the equations:

B1 = (X,Z) : det


λ0

1
2
λ1 −2Z −2

1
2
λ1 λ2 + 4Z 1

2
λ3 + 2 −2X

−2Z 1
2
λ3 + 2 λ4 + 4X 2

−2 −2X 2 0

 = 0

in the case of the 2D Schrödinger equation, and

B2 = (Y, Z) : det


λ0

1
2
λ1 −2Z −2Y

1
2
λ1 λ2 + 4Z 1

2
λ3 + 2Y 0

−2Z 1
2
λ3 + 2Y λ4 2

−2Y 0 2 0

 = 0

in the case of the hyperbolic equation.
The Bloch varieties B1,2 are algebraic curves, and it is straightfor-

ward to show that these curves are genus two hyperelliptic curves with
a branching point at infinity. But in contrast with the case of genus one,
these curves are not equivalent to the initial curve at generic λ0, . . . , λ4.

We remark, that the explicit description of the varieties Bk, k = 1, 2,
which can be realized as algebraic curve of genus 4 with involution, and
its link with the results of Veselov and Novikov [21, 20], is given in [12].

As an application of the above theory we show in Fig. 1 and Fig.
3, the potential profiles as derived from (4.12), for two different sets
of the parameter values (in Fig 2 and Fig 4 the corresponding level
sets of these potentials are also shown). We see from these figures that
the potentials are both real and smooth and have a spatial symmetry
which is more general than the square or rectangular one considered
in Ref. [10]. The full choice of more general crystal symmetries which
can be found by properly appropriate choices of the parameters {ei},
one can arrange is still under investigation. These properties make the
above potentials suitable for physical applications. Similar results can
be obtained for the potential (4.17) (for simplicity details are omitted).
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Figure 1. Potential profile as function of x, y for the
branching points e1 = 2

√
3, e2 = 3, e3 = 0, e4 = −e2, e5 =

−e1.

5. The two dimensional Schrödinger equation with an

elliptic potential

In this section we shall construct an elliptic 2D Schrödinger equation
with a potential which can be expressed in terms of an elliptic function
by using the concept of elliptic solitons for the KdV equation. We
shall show, that the real and nonsingular potential in the (x, y) plane is
provided by the dynamics over the locus of the Calogero-Moser system.
The particle dynamics of the system over locus is essentially complex
and was traditionally considered as non-physical. The equations for
the Kleinian ℘-functions

℘2222 = 6℘2
22 + 4℘12 + λ4℘22 +

1

2
λ3,(5.1)

℘1222 = 6℘22℘12 − 2℘11 + λ4℘12,(5.2)

represent the KdV hierarchy for genus two curves with respect to the
function

(5.3) U = 2℘22(x) +
1

6
λ4.
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Figure 2. Topographic map of the potential in the case:
e1 = 2

√
3, e2 = 3, e3 = 0, e4 = −e2, e5 = −e1. The

regions between contours are shaded in such way that
the ones with higher values are lighter.

The equation (5.1) becomes, after differentiation by u2 ≡ x, the KdV
equation,

(5.4) Ux1 =
1

2
(Ux2x2x2 − 6Ux2U) ,

while the second equation (5.2) represents the second KdV flow which
is stationary for the two-gap potential (5.3).

We further interpret the coordinates (x1, x2) as space coordinates
(x) and set (x1, x2) = (y, x). Consider the elliptic solution of the KdV
equation

(5.5) U(x, y) = 2℘(x− f1(y)) + 2℘(x− f2(y)) + 2℘(x− f3(y)),

where ℘(x) is the standard Weierstrass elliptic function, which repre-
sents the isospectral deformation of the two-gap Lamé potential 6℘(x)
under the action of the KdV flow. The solution of the form (5.5) was
introduced for the first time by Dubrovin and Novikov [16]; the general
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Figure 3. Same as in Fig. 1 for e1 = 2, e2 = 1, e3 =
0, e4 = −1, e5 = −2.
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Figure 4. Same as in Fig. 2 for e1 = 2, e2 = 1, e3 =
0, e4 = −1, e5 = −2.
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case was investigated by Airault et al. [2]. We use this elliptic KdV
solution below to construct a special solution of the 2D problem.

The ansatz (5.5) implies the following structure of the hyperelliptic,
genus two, σ-function in the reduction case:

(5.6) σ(x, y) =
3∏

i=1

σ(x− fi(y)),

where σ is the standard σ-function from the Weierstrass theory of el-
liptic functions. The associated algebraic curve is known to be of the
form

(5.7) w2 = 4(z2 − 3g2)(z + 3e1)(z + 3e2)(z + 3e3).

The remaining Kleinian ℘-functions, ℘12(x) and ℘11(x), are express-
ible from (5.1,5.2) as differential polynomials of ℘22, and have the form

℘12 = −3
∑

i<j=1,2,3

℘(x− fi(y))℘(x− fj(y)) +
9

4
g2,(5.8)

℘11 = −27℘(x− f1(y))℘(x− f2(y))℘(x− f3(y))

+3
∑

i<j=1,2,3

℘′(x− fi(y))℘′(x− fj(y))

+
21

4

3∑
i

℘(x− fi(y)),(5.9)

where ℘ is the standard Weierstrass ℘-function. This implies that the
Abelian elliptic potential for the two-dimensional Schrödinger equation
has the form

U(x, y) = −54℘(x− f1(y))℘(x− f2(y))℘(x− f3(y))

+6
∑

i<j=1,2,3

℘′(x− fi(y))℘′(x− fj(y)) +
25

4

3∑
i

℘(x− fi(y)).(5.10)

For the proof we remark that the compatibility of the ansatz (5.5) with
the KdV equation leads to the equations

df1

dy
= −6P12 − 6P13,

df2

dy
= −6P21 − 6P23,

df3

dy
= −6P31 − 6P33,

with

P′
12 + P′

13 = 0, P′
21 + P′

23 = 0, P′
31 + P′

33 = 0.(5.11)
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Here we denote Pij = ℘(fi(y) − fj(y)). These equations represent
the well known dynamics of the third flow of the integrable Calogero-
Moser system, restricted to the stable points of the second flow. We
remark, that the addition theorem for the Weierstrass ℘-function and
the equations of the locus (5.11) allow us to rewrite the first group of
the equations for fi in the form

df1

dy
= 6P23,

df2

dy
= 6P13,

df3

dy
= 6P12(5.12)

and therefore the elliptic KdV solution is given in the form

(5.13) U(x, y) = 2
∑

i<j=1,2,3

℘

ix + ω − 6

y∫
0

℘(fi(y)− fj(y))dy

 ,

with ω being a constant of integration. We shall find below the explicit
expressions for the functions ℘(fi(y) − fj(y)) and show that (5.13)
represents an elliptic soliton, i.e. a real and smooth function which
is doubly periodic in both x and y. With this aim we consider the
equations of the Jacobi inversion problem associated with the curve
(5.7):

∫ (w1,z1)

(∞,∞)

dz

w
+

∫ (w2,z2)

(∞,∞)

dz

w
= x1 ≡ y,(5.14) ∫ (w1,z1)

(∞,∞)

zdz

w
+

∫ (w2,z2)

(∞,∞)

zdz

w
= x2 ≡ x.(5.15)

The solution of the problem has the form

z1 + z2 = 2
3∑

i=1

℘(x− fi(y)),(5.16)

z1z2 = 3
∑

i<j=1,2,3

℘(x− fi(y))℘(x− fj(y))− 9

4
g2,(5.17)

where we use (5.1,5.2) and (5.5) to derive (5.16,5.17). Let us take the
limit x → f1(y). Then it follows from (5.16,5.17)

z2 →∞, z1 → 3(P12 + P13) ≡ −3P23,



24 V. M. BUCHSTABER ET AL.

and the equations of the Jacobi inversion problem will take the form

−3P23∫
∞

dz

2
√

(z2 − 3g2)(z − 3e1)(z − 3e2)(z − 3e3)
= y,(5.18)

−3P23∫
∞

zdz

2
√

(z2 − 3g2)(z − 3e1)(z − 3e2)(z − 3e3)
= x.(5.19)

Two other pairs of equations of the form (5.18,5.19) appears as the
result of cyclic permutations of the indices 1,2,3. To proceed we shall
use the reduction formulae of Hermite, under which the hyperelliptic
integrals in the l.h.s. of (5.14,5.15) are reduced to elliptic integrals
associated with the elliptic curves:

ν2 = 4µ3 − g2µ− g3, ν̃2 = 4µ̃3 − g̃2µ̃− g̃3,(5.20)

whose moduli are linked by the relation

(5.21) g̃2 =
4

g2
2

(3g3
2 + 27g3), g̃3 =

72

g3
2

(g3g
3
2 − 3g3

3).

The equations for the cover are

(µ, ν) =

(
w

27

z3 − 9g2 − 54g3

z2 − 3g2

,
z3 + 27g3

9(z2 − 3g2)

)
,(5.22)

(ν̃, µ̃) =

(√
2

27g3
2

w(4z2 − 3g2),
1

3g2

(4z3 − 9g2z + 9g3)

)
.(5.23)

The reduction of the holomorphic differentials has the form

(5.24)
dz

w
=

2

3
√

3g2

dν̃

µ̃

zdz

w
=

1

3

dµ

ν
.

The application of the reduction formulae to equation (5.18) results
in the following cubic equation with respect to P23

(5.25) 4P3
23 − g2P23 − 1

3
g3 +

1

9
g2℘̃(

3

2

√
3g2y) = 0.

Evidently the remaining two roots are exactly P12 and P13. Note that
the equation (5.25) displays the following properties of the functions
Pij on the locus:

P12 + P13 + P23 = 0,(5.26)

P12P13 + P23P13 + P13P23 = −1

4
g2.(5.27)
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Let us show that the application of the reduction formulae to the equa-
tion (5.19) leads to the equivalence. Indeed the substitution of the
reduction formula (5.22) into (5.18) implies

(5.28) ℘(3f1) =
P3

23 − g3

g2 − 3P2
23

.

We transform the left hand side:

℘(3f1) = ℘({f1 − f2}+ {f1 − f3})
(because of the equality f1 + f2 + f3 = 0)

= −P12 −P13 +
1

4

[
P′

12 −P′
13

P12 −P13

]2

(because of the addition theorem for the Weierstrass

elliptic function)

= P23 +
P′

23
2

(2P12 + P23)2

(because (5.26) and locus equations, which imply

P′
23

2 −P′
12

2
= (P′

23 + P′
21)(P

′
23 + P′

12) = 0).

Further, the equation (5.27) leads to the relation

(2P12 + P23)
2 = g2 − 3P2

23.

Collecting all these equalities together we transform (5.28) to the equal-
ity

P23 +
P′

23
2

g2 − 3P2
23

≡ P3
23 − g3

g2 − 3P2
23

,

whose validity can be checked directly.
Therefore we have proved the following proposition (a proof in com-

pressed form was given in [9], see also [2], pg. 144)

Proposition 5.1. Let (µ, ν) and (ν̃, µ̃) be two elliptic curves in the
Weierstrass form with the moduli g2, g3 and g̃2, g̃3 given in (5.12). De-
note by ℘ and ℘̃ the corresponding Weierstrass elliptic functions. Then
the formula (5.13) describes the elliptic solution of the KdV equation
with the integrands

℘(fi(y)− fj(y)) = Pi,j, (i, j) = (1, 2), (1, 3), (2, 3)

being the roots of the cubic equation with coefficients depending on the
moduli of the elliptic curve g2, g3 and the Weierstrass function ℘̃

(5.29) 4X3 − g2X − 1

3
g3 +

1

9
g2℘̃

(
3

2

√
3g2y

)
= 0.
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We shall summarize the results as follows:

Theorem 5.2. Let V be the Lamé curve

w2 = 4(z2 − 3g2)(z + 3e1)(z + 3e2)(z + 3e3),

which covers 3-sheetedly the two elliptic curves

℘′2 = 4℘3 − g2℘− g3, ℘̃′
2

= 4℘̃3 − g̃2℘̃− g̃3,(5.30)

whose moduli are linked by the relation

(5.31) g̃2 =
4

g2
2

(3g3
2 + 27g3), g̃3 =

72

g3
2

(g3g
3
2 − 3g3

3).

Then the wave function

(5.32) ΨE(x; α, β) =
3∏

i=1

ΦW (ix + ω − fi(y); α− fi(β)),

where the three functions fi are given by the formulae

fi(y) = −6

∫ y

0

Xi(y)dy,

and Xi are the three roots of the cubic equation

(5.33) 4X3 − g2X − 1

3
g3 +

1

9
g2℘̃

(
3

2

√
3g2y

)
= 0

satisfy the 2D Schrödinger equation{
∂2

∂x2
+

∂2

∂y2
− U(x, y)

}
ΨE = ΛΨE,

with the elliptic smooth and nonseparable potential given by the formula

U(x, y) = −54℘(x− f1(y))℘(x− f2(y))℘(x− f3(y))

+6
3∑

i<j=1

℘′(x− fi(y))℘′(x− fj(y)) +
25

4

3∑
i

℘(x− fi(y)),(5.34)

on the fixed energy level Λ = −36g2g3 + 36g3. The spectral variety is a
one dimensional variety given by the equation

(5.35) 3
∑

i<j=1,2,3

℘(α− fi(β))℘(α− fj(β))− 9

4
g2 = 1.

We remark that the Bloch variety (5.35), which is given as a hyper-
elliptic curve, is uniformizable in this case by elliptic functions with
moduli (5.31).

We note that we could consider other two-gap elliptic potentials in
an analogous fashion.
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6. The 3D Schrödinger equation

We consider the case of the curve defined by the equation

y2 = 4x7 +
6∑
0

λjx
j.

The principal matrix H is given by (3.10) and is a 5× 5 matrix of the
form

H =


λ0

1
2
λ1 −2℘11 −2℘12 −2℘13

1
2
λ1 4℘11 + λ2 2℘12 + 1

2
λ3 4℘13 − 2℘22 −2℘23

−2℘11 2℘12 + 1
2
λ3 4℘22 − 4℘13 + λ4 2℘23 + 1

2
λ5 −2℘33

−2℘12 4℘13 − 2℘22 2℘23 + 1
2
λ5 4℘33 + λ6 2

−2℘13 −2℘23 −2℘33 2 0

 .

The expansion of the σ-function of genus 3 in the vicinity of u = 0
(found for the first time in [14]) has the form

σ(u1, u2, u3) =u1u3 − u2
2

− 1

24

(
2λ0u

4
1 + 2λ1u

3
1u2 + λ2u

2
1(3u

2
2 − u1u3) + 8u2u

3
3

+ 2λ3u1u
3
2 + 2λ4u

4
2 + 2λ5u

3
2u3 + λ6u

2
3(3u

2
2 − u1u3)

)
+ higher order terms.(6.1)

We are in position now to prove the following theorem

Theorem 6.1. Let Fi,j(x; α) be the functions (3.19). Then the follow-
ing equalities are valid for all x; α ∈ C3

4 (℘113(α)− ℘122(α)) F33(x; α)− 4 (2 F13(x; α) + F22(x; α)) ℘133(α)
+8 F23(x; α) ℘123(α) + 4 F11(x; α) ℘333(α) =

ΛF0(x; α),(6.2)

where

Λ = 4 (2℘13(α)− ℘22(α)) ℘133(α) + λ6℘122(α)

−4 ℘33(α)℘113(α)− λ2℘333(α) + 4 ℘33(α)℘122(α)

−4 ℘11(α)℘333(α)− λ6℘113(α),

and

4 (2 ℘123(α)− ℘222(α)) F33(x; α) + 8 (℘223(α)− ℘133(α)) F23(x; α)

−4 (2 F13(x; α) + F22(x; α)) ℘233(α) + 8 F12(x; α) ℘3,3,3(α) =

ΛF0(x; α),

where

Λ = 4 (2℘13 − ℘22) ℘233 − 2 λ6℘123 + λ6℘222 − 8 ℘33℘123 + 4 ℘33℘222.
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Proof. Let us take (3.20) in the case g = 3 and assume c13 = 2c22.
Then we have

(6.3) c0F0 +
3∑

i=1

ciFi +
∑

i≤j=1,...3

Ci+jFi,j = 0,

where we denote cij = Ci+j. Let us multiply (6.3) by σ2(α) and expand
the resulting equality in a power series in u1, u2, u3 by using (6.1). We
find

(6.4) c1 = c2 = c3 = 0,

and 6 equations to define C0, C2, C3, C4, C5, C6:

−2C5 + 2C4℘33 + 2C2℘13 + 2C3℘23 = 0,

−4C2℘12 + (−4℘22 + 8℘13) C3

+(λ5 + 4℘23) C4 + (8℘33 + 2λ6) C5 + 4C6 = 0,

(λ2 − 4℘11) C2 + (2λ3 + 8℘12)C3 + (4λ4 + 12℘22 − 8℘13) C4

+(2λ5 + 8℘23) C5 + (λ6 − 4℘33) C6 + 4C0 = 0,

(λ2 + 4℘11) C2 + (8℘13 − 4℘22) C4 + (λ6 + 4℘33) C6 + 4C0 = 0,

λ1C2 + (8℘11 + 2λ2) C3

+(λ3 + 4℘12) C4 + (8℘13 − 4℘22) C5 − 4C6℘23 = 0

4λ0C2 + 2λ1C3 − 8C5℘12 − 8C6℘13 − 8C4℘11 = 0.

We find from the third equation

(6.5) C0 = −(℘11 − 1

4
λ2)C2 + (℘22 − 2℘13)C4 − (℘33 +

1

4
λ− 6)C6.

To define the remaining parameters, add the third equation to the
fourth and consider the remaining 5 equations. They are homogeneous
equations with respect to the 5 variables C2, C3, C4, C5, C6, whose ma-
trix is exactly the matrix H. Because the matrix H has rank 3, the
general solution depends on two arbitrary variables a = C2 and b = C3.
The remaining variables are computed by applying the formula (3.15).

The matrix of the first equation (6.2) is

M1 =

 ℘333 0 −℘133

0 −℘133 ℘123

−℘133 ℘123 ℘113 − ℘122
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and the matrix of the second equation (6.3) is

M2 =

 0 ℘333 −℘233

℘333 −℘233 −℘133 + ℘223

−℘233 −℘133 + ℘223 2 ℘123 − ℘222


It can be checked by direct substitution that in the rational limit

σ(α1, α2, α3) = −α2
2 + α1α3 − 1

3
α2α

3
3 +

1

45
α6

3

there are regions in (α1, α2, α3) space where the principal minors are
all nonpositive. ¤
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