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Abstract
To reach, and to maintain, proper numbers of cells in the haematopoietic system is crucial to the organism. The regulation of the haematopoietic stem cell system is involves an intricate web of agents with multiple and redundant functions. To elucidate the effect of feedback regulation from the differentiated cells, we have constructed an in silico model of reconstitution of the haematopoietic stem cell system in mouse. This model builds significantly on previous models by introducing mechanisms for feedback control. [my main point in adding this sentence is that it is not otherwise clear in the abstract what is different between this model and previous ones]. A model with a mechanism for feedback control is used to assess how feedback regulations affect the stability and dynamics of the haematopoietic stem cell system. We found that the system is not able to reach or maintain a stable number of cells without feedback control. Simulations with an unregulated cell cycle recruitment shows a very late production of cells, indicating that this feedback is necessary. [We need a sentence or two to indicate that: the results of many simulation runs were clustered, finding groups of model parameters that were able to produce good qualitative fits to experimental data (and can we also say these data have only been poorly reproduced by previous models?)] However, the feedback regulation on differentiation probability was not found to be necessary to regulate the haematopoietic stem cell system, suggesting that differentiation decision might be stochastic. The number of differentiated cells may be regulated sufficiently by the other regulators. The duration of the cell cycle of stem cells was also found to have only a negligible role. 
Introduction
During the lifespan of higher animals the haematopoietic system produces blood, with a composition of various cell types, e.g. lymphocytes, and erythrocytes. This system has to adapt to the animal’s growth and to changes such as stress conditions, i.e. infection and blood loss. If the animal is infected then a new composition of blood cells is needed as well as  a  compensation for the cells lost in the battle against the intruder. The haematopoietic system is highly adaptive and has stem cells that are dormant for long periods of time. The stem cells can proliferate when needed, and give rise to millions of new cells. The regulation of haematopoietic cells is crucial to animals; the haematopoietic system must avoid depletion of stem cells as well as excess production of cells; both instances situations are life threatening. A malfunction in regulation can cause serious states, e.g. oscillations in the number of differentiated cells, that is,  (cyclic haematopoiesis or cyclical neutropenia (Haurie 1998)). Furthermore, unregulated division of haematopoietic cells causes malignant neuplastic disease. 
[I thought it best to start a new paragraph here]
The haematopoietic stem cells (HSCs) give rise to all types of blood cells, as well as new HSCs. The ability to self-renew and to develop into cells of all haematopoietic lineages, are the two properties that define the HSC. A mouse produces 60% of its body weight in blood cells in its lifetime and a human produces 10 times its body weight (Mackey 2001). Despite the large production of blood cells only a few stem cells have been regarded as necessary to recreate the haematopoietic system. In a study performed by Abkowitz, Golinelli and Harrison (2000) 35 stem cells and 50 progenitors were able to reconstitute a dying blood system in mice. According to Ziljmans (1998) the ability to reconstitute a blood system is mediated by stem cells, not progenitors, although controversies exist.
In a reconstitution experiment the mouse receives a total body irradiation to eradicate its stem cells. After a stem cell transplantation the HSCs homes towards the bone marrow, starts to proliferate and reconstitute the haematopoietic system. The differentiated cell counts are back to normal in about 25 days. A transient period of supernormal counts of both differentiated cells and HSCs may exist before stabilisation to normal levels, (Szilvassy et al.  (2001). Szilvassy et al.  (2001) showed that samples taken 56 and 120 days after transplantation showed higher counts of white blood cells (leukocytes) than normal. In addition to leukocytes, also platelets and erythrocytes were measured. But, as the leukocyte is spread over most lineages of blood cell development, it is the most appropriate measure for differentiated cells. The overproduction tendency was present in all lineages monitored, indicating that the overshooting existed in the common progenitor - the HSC. The overproduction of differentiated cells ranged from a few percent up to 50% over normal cell counts. Bodine et al. (1996) found a transient elevation of the repopulation ability after disturbing the haematopoietic stem cell system using a cytokine treatment. They showed a repopulating ability up to four times greater than normal, and then decreasing to a normal state. Since the ability to repopulate bone marrow is mediated by stem cells, this shows that transient overproduction exists also at the stem cell level.

Under a reconstitution experiment the regulation of the haematopoietic system is put to test. A system that works well under normal conditions may fail when exposed to stress conditions, such as reconstitution experiments (Cheng (2000).  The HSCs needs information about the system’s state (such as lack of differentiated cells) to act appropriately. Such information may be mediated between various cell types by signalling molecules such as cytokines.
The highly adaptive haematopoietic system is not yet completely understood. As seen in figure 1, a schematic overview of the system, suggested by Cheshier et al. (1999), illustrates the basic principles. Basically, two types of cells exist in this overview,: i.e. stem cells and differentiated cells. A HSC can either be in the in the resting phase (G0) or in the cell cycle phase (G1-S-G2-M). In the G0 phase the quiescent stem cells are conserved, their DNA is repaired, and they exhibit virtually no apoptosis (Steinman 2002). Cheshier et al. (1999) applied BrdUrd labelling to mice to quantify the cell cycle kinetics. They conclude that stem cells regularly exit the G0 phase and enter the cell cycle phase. After a completed cell cycle, the newly formed daughter cells may each go into cell cycle arrest in G0, or go into the cell cycle or differentiate, i.e. become a progenitor. A progenitor may then proliferate and differentiate into any type of effector cells. Experiments have shown that HSC enter the cell cycle at a regular basis; in mice, approximately 8% of the quiescent stem cells in the G0 phase enter a proliferating stage each day. Furthermore, after 57 days 99% of all quiescent HSC had been subjected to the cell cycle phase, indicating that all stem cells regularly enter the cell cycle (Cheshier et al. 1999).
Approximately 76% of the haematopoietic stem cells reside dormant in the G0 phase, at any point in time (Cheshier et al. 1999). In the schematic overview, figure 1, cells in the cell cycle phase either undergo apoptosis or division. The resulting daughter cell may then form either a differentiated cell or a new stem cell. Under normal steady state conditions, 50% of the newly formed daughter cells must return to G0 to maintain a constant stem cell population. It has been proposed that the major points of regulation are the exit from the G0 phase and the duration of the cell cycle phase. When there is a lack of stem cells, cells may undergo a faster division cycle than normal to satisfy the need for more cells more quickly (Cheshier et al. 1999). Enver, Heyworth and Dexter (1998) raised the question of  whether the differentiation decision really is controlled. Experiments have shown that commitment to differentiation is not affected by withdrawal of associated cytokines. However the development of differentiated cells is severely impaired (Lieschke et al. 1994; Stanley et al. 1994; Wu et al. 1995) . This suggests that the signalling molecules does not affect the differentiation decision, but instead affects the maturation.
Theoretical models of the haematopoietic stem cell system have been described by several authors. Haurie et al. (1998) used a model to investigate disorders caused by a faulty dynamic. They studied cyclical neutropenia by mathematical modelling. They showed ? Their model showed evidence for the suggestion that the defect in most of these dynamic diseases is at the stem cell level.
Using a model of the haematopoietic system, Mackey (2001) analyzed existing experimental data from Cheshier et al. (1999) and Bradford et al. (1997). The modelled cell cycle phase included a G0 phase and transition rates were calculated from the experimental data. Mackey (2001) found large differences between the values calculated from Cheshier et al. (1999) and Bradford (1997).
Abkowitz et al. (2000) used a model to describe the dynamics of competitive repopulation during a murine reconstitution experiment. The model consisted of two compartments; the stem cell compartment and the compartment of contributing clones (differentiated cells). The stem cells in this model could self-renew, undergo apoptosis or differentiate. The differentiated cells may exit the system through apoptosis. When using this model it was possible to simulate experimental data from a reconstitution experiment. Starting with only 35 HSC and 50 contributing clones, the model was able to simulate a reconstruction of the haematopoietic system.

Bernard (2003) used a model to analyze Carboxyfluorescein succinimidyl ester (CFSE) labelling data. The model by Bernard (2003) consisted of cells in two phases; the cell cycle phase and the G0-phase. In addition they used states representing the differentiated cells and the cells that have exited the system through apoptosis. The model was fit to experimental results from a CFSE division marker experiment. Fitting the model made it possible to calculate the transitions values, as well as the cell cycle duration. 

To find the cause of disorders caused by deficient dynamics we need to know more about the structure and behaviour of the haematopoietic system. That is, how the number of stem cells and the various differentiated cell types are regulated. In this work the stringency of feedback regulations is investigated in the context of a model proposed by Mackey (2001). As hypothesised by (Cheshier et al. (1999) we found that cell cycle recruitment (() is a major point of regulation, enabling stem cells to meet the demand for new cells. The importance of cell cycle length (τ) can however be argued, as our simulations show no significant role of τ. In accordance with what Enver et al. (1998) proposed, we found that cell differentiation (() does not need to be regulated.
Method
To examine the regulation of the haematopoietic stem cell system an in silico model was constructed. This model represents the haematopoietic system through regulation of state transitions. The model was influenced by previously published models (Cheshier et al. 1999; Abkowitz et al. 2000; Mackey 2001). The common features among these models are the modelling of the cell cycle phase, cell cycle arrest and differentiation. The difference between the models by Cheshier et al (1999) and Mackey (2001) are from which population the differentiated cells are derived. In the model by Cheshier et al (1999) the differentiated cells are derived from cycling HSCs but in the model by Mackey (2001) they are derived from the dormant stem cells. The impact of that difference is dependent on the minimum time a cell is allowed to stay in G0. If the shortest time is 0 the both two views will be equivalent. As the parameters calculated by Mackey (2001) were used, the accompanying model was used. 

However, the model presented in this paper extends these models by the addition of feedback regulations.

The incorporated feedback regulations act from the differentiated cells directly on the early stages of haematopoiesis. Hence, all regulations that occur downstream from the start of differentiation, e.g., erethropoiesis were only implicitly included. The execution time of the algorithm used to simulate the model was heavily dependent on the number of cells simulated; therefore the proliferative cell divisions after differentiation has started were not taken into account. This is a common simplification (Cheshier et al. 1999; Abkowitz et al. 2000; Mackey 2001).
A representation scheme that represents each cell as an individual software object was used, since this makes it easier to represent time delays, and the stochastic modelling and discrete cell numbers provides a natural way of explaining HSC depletion. The model and simulation engine was developed in C++, and executed on a SunFire 880 with 8 processors.
The model describes two types of cells, : i.e. HSC and differentiated cells, see Figure 2. The HSCs are assigned to either be in the cell cycle or the resting phase, i.e. G0. The cells can exit the G0 phase and enter the cell cycle phase with a probability of (. The cells in the G0 phase experience terminal differentiation with a probability of (. The duplicating HSCs stay in cell cycle for ( days. Due to programmed cell death, i.e. apoptosis, cells exits the cell cycle with a probability of (. At the end of the cell cycle the cell undergoes a division and both daughter cells enter G0. The differentiated cells experience apoptosis with a probability of (. The cells’ states were synchronously updated 10 times each simulated day. The state transition parameters were expressed as the probability that any given cell undergoes that transition each day. To decide whether or not a cell shall undergo a specific transition the state transition parameter divided by the number of time steps each simulated day is compared by a random number sampled from a uniform distribution. 

[I agree that a brief equation will be nice here. Note that all you are saying is that if p is any particular state transition probability representing the probability of that transition occurring within 24 hours, then you simulate this in steps of 24/c hours by using the probability p/c at each step.]
Since the end product of the haematopoietic system is differentiated cells, these cells provide at least one mechanism for controlling the system. The regulation has previously been reported by e.g. Haurie et al. (1998). An in silico model constructed and simulated under engraftment conditions, aiming to enlighten the rules of the haematopoietic regulation.  In the model all ‘transplanted’ cells take part in the stem cell system, i.e. 100% homing ability.

In the model presented here the differentiated cells regulate the haematopoietic system through a number of feedback connections; ( reg, ( reg, ( reg, (reg and ( reg. It should however been pointed out that the regulation of differentiated cell apoptosis was not in fact a feedback regulation, but a forward one. The word “feedback” was used for consistency. The transition probabilities were expressed as functions exhibiting a sigmoidal response on the number of differentiated cells. That is, a response with a beginning response-lag followed by an exponentially increasing response and ending in a saturated phase where the addition of even more signalling molecules has a negligible effect. This response type has been found in e.g. cytokines and other stimulatory factors (Hammond et al. 1992; Avalos et al. 1994). 
Two parameters was were set to control the sigmoid function. One was the offset constant which was used to centre the response function at the equilibrium value. The second was the transition constant which was used to vary the slope of the curve, i.e. the regulator’s responsiveness to its inputs, in this case the number of differentiated cells.
The phase transition probabilities (, (, (, and (, were calculated from a response function that depends on the number of differentiated cells, the transition constant, and an offset constant, according to equation 1. 
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(Equation 1)

In equation 1, pt+1 represents a phase transition probability (p({(, (, (, (}) in time t+1, xt is the number of differentiated cells at time t, qp represents an offset constant for the response curve and kp is the transition constant that determines the slope of the response curve (it was named transition constant since it alters the transition probability constantly throughout each simulation setup). The offset constant (qp ) can be viewed as number of cells at which the transaction probability pt+1 equals 0.5.   The slope of the response reflects how sensitive a transition probability is to the number of differentiated cells. A small kp gives a fast change, and vice versa. As an unregulated transition is completely uinsensitive to the number of differentiated cells it can be viewed as |kp|=
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.  State transition probabilities (, (, (, and ( were calculated in each time step, enabling probabilities to vary as a function of the number of differentiated cells. Equation 1 is equivalent with to the logistic regression equation, here modelling the probability of a state transition depending on the number of differentiated cells.

In the simulation there were no restrictions imposed on the number of cells that experience a specific transition each time step. The transaction transition probability ranged from 0% to 100% of the cells in a specific state. A transition probability of 0 or 1 will in this way respectively result in that none or all cells of a particular state undergoing the transition. 
The offset constants (qp ) for each regulator (p({(, (, (, (}) was were calculated prior to the start of the simulation start. The offset was used to displace the probability curve to calibrate to equivalent probabilities (pref) at steady state from Mackey (2001). For each steady state probability p (pref({(, (, (, (,(}) the offset factor was calculated as stated in equation 2. 
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(Equation 2)

In equation 2, N denotes the equilibrium number of differentiated cells for a fully developed haematopoietic system in mice (Mackey 2001), and kp represents a transition constant that determines the slope of the response curve. The values of phase transfer rates pref  were  p(=0.053,  p(=0.228, p(=0.024, and p(=0.024. These parameters was were calculated by Mackey (2001) based on a model resembling the one presented here, from experimental data provided by Cheshier (1999). N was set to 30000 cells. The offset constant (qp ) stated by equation 2 imply that (qp ) express the equilibrium number of cells given the slope of the response curve. The slope of the response curve determined the sensitivity of the transaction probability in equation 1. No analysis of the model’s sensitivity to the pref -values has been conducted. For a thorough parameter analysis of a predecessor to the presented model see Mackey (1978).
The cell cycle duration (() was calculated by using the steady state cell cycle duration with an allowed deviation of 1.0 days. The cell cycle duration was calibrated to equal the cell cycle duration steady state value ((ref=1.41),  adopted from Mackey (2001) , when xt=N , with maximum and minimum value of 0.41 to 2.41 days, equation 3. 
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(Equation 3)

In equation 3, (t+1 represents the cell cycle duration in time step t+1, q(  represents an offset constant calculated from equation 2, and k( is a transition constant that determined the sensitivity to the number of differentiated cells.  

The consequence of the equations outlined above is that only one parameter per transition needs to be varied to change the transition function, i.e. the transition constant kp. By varying the transition constant for different simulation setups, the sensitivity with respect to differentiated cell counts were estimated. A set of simulation setups, simulationg hematopoietic reconstruction after a stem cell transplantation, with varied combinations of kp were constructed. To simulate transplantation of [delete of, or put something after `of’ – transplation of what?]  the haematopoietic system was initialised with only 35 cells in G0 and 60. differentiated cells. Ideally a reconstitution experiment in silico should obtain sufficient number of HSCs and differentiated cells in line with experimental data. The simulation should also produce a stable system that reconstitutes the “normal” cell counts sufficiently fast. 
  I suggest deleting this
As there was no known values of value for kp a coarse grained search was conducted. To be sure to catch the points of regulation change a large interval was searched. The number of values to search that can be examined is limited by the method of result analysis. Too many values creates an unmanageably large resultset, hence only a small number of values were tested. Combinations of transition constant (kp) values ±103, ±104, ±105 and ±106 were tested. Values less than 103 were not tested since they produce unrealistic signalling from the differentiated cells. That is, a small value for the transition constant renders a probability function similar to a step function (which would either be 0 or 1 for the entire population each time step). To
 further reduce the search space, each parameter was forced to be either negative (k(, k() or positive (k(, k( , k().  A positive parameter value increases the probability in response to an increasing number of differentiated cells and vice versa.. Furthermore, the values from (Cheshier et al. 1999; Mackey 2001) were tested without any dependence on numbers of differentiated cells. That is, the transition constants where initially tested with all feedback connections off. Each of the five regulators were tested with five values (constant transition value i.e. p=pref, and transition constants of ±103, ±104, ±105 and ±106) yielding 55 (3125) setups. [It would be ideal to put, around here, something like:  ``when we present and discuss the results, values for the transition constants of Pref, 103, 104, 105, 106 are respectively referred to as unregulated,  lowly sensitivity, moderately sensitive, sensitive, and highly sensitive.’’ But this has to be `calibrated’ by carefully checking through the result text, and maybe/maybe not choosing `almost insensitive, lowly sensitive, sensitive, highly sensitive, very highly sensitive’, or something else.] Each parameter combination was simulated in four different runs with different random seeds. Presented results were run nine times, with different random seeds.
The results were grouped according to the time dynamics of differentiated cells. An hierarchical clustering was performed using the UPGMA algorithm with average linkage. The pPearson correlation coefficient was used as the distance measure between two simulation runs. Negative correlation values were set to 0 as mirrored results had no importance. Simulations ending in depletion of G0 cells were filtered out before clustering to avoid spurious correlations with results with very low cell counts. A simulation was filtered out if the number of G0 cells at the last simulated time step equalled 0.  The clustering was performed using the HCE3.5-package (Hierarchical Cluster Explorer (ref)).
Seo, J. and  Shneiderman, B.  (2002) Interactively exploring hierarchical clustering results,

Computer, 35(7):80—86. 

In each cluster the abundance of all parameter values were counted, and for each parameter value a relative frequency was calculated. It was expressed as a ratio of the number of occurrences of a specific value of a specific parameter (kp) to the number of simulations (NC) in the cluster (C).
 
If no occurrence of a parameter value is found in a cluster i.e. a relative frequency of 0%, the behaviour represented by the cluster is unable to form for simulations including this value. If a behaviour represented by a cluster is unable to form for a specific parameter value this is indicated by a relative frequency of 0%. If the behaviour is determined by a specific parameter value, the relative frequency equals 100%.  As each parameter was tested with five values a uniform distribution of frequencies over these values equals 20%. This is expected if the parameter does not affect the differentiated cell dynamics. Note that the relative frequency does not express any synergistic effects, and there is no relation, between parameter settings resulting in a specific outcome.

Results
Five different sensitivities were tested for each parameter, yielding 55 (3125) different parameter combinations. Each parameter combination was simulated in four different runs with different random seeds. Presented results were run nine times, with different random seeds. In general the simulation variability is small; the standard deviation was close to 0. 
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Figure 
X. Clusters of simulation results based on correlation between time dynamics of differentiated cells. For each cluster the dynamics of differentiated cells, as well as the frequency of all parameters values, are plotted. Each plot of parameter frequencies represents the frequency of a specific parameter for each parameter value tested.  The sensitivity of the parameter ranges from very sensitive (right hand side of each plot) to unregulated (left-hand side of each plot). The dotted line represents a frequency of 20%, which is what is expected for parameter values that do not contribute to the behaviour in the specific cluster. Cluster C0 consists of all simulations ending in a depleted stem cell pool.
All simulation results were clustered using UPGMA and positive Pearson correlation, Figure X. A minimum similarity threshold of 0.785 
yielded 11 clusters. In addition the filtered-out simulations ending in an depleted stem cell pool was added as a separate cluster (C0) (NC0=1226). For each cluster the relative frequency for each parameter value was calculated. The relative frequency indicates the importance of a specific value on the formation of simulations in a specific cluster.
Simulations ending in a depleted stem cell pool (C0) were characterized by an unbiased distribution of all parameter values, except delta. Simulation setups with a high sensitivity on delta were overrepresented, and hence low sensitivity on delta was underrepresented. This indicates that high sensitivity on delta yields depletion independent of the values of , ,  and . 
Cell cycle recruitment was in the four most slowly growing clusters (C0-C3) biased towards low sensitivity. In the faster growing clusters  was greatly overrepresented on high sensitivity values. This indicates that a high sensitivity to differentiated cells promotes a faster growth of differentiated cells, indirectly through the growth of the stem cell pool. The four slowest growing clusters showed an independence of both  and .  shows both high- and low biased sensitivity in the other clusters, revealing no particular logic. 
There are clusters with parameter frequencies only differing in . Clusters C5 and C6, and C10 and C11, show similar behaviour and hasve similar parameter frequencies except for . The only apparent difference is that in the high-sensitivity biased clusters (e.g. C5 and C11) the differentiated cell counts peaks earlier than in their low-sensitivity biased counterparts (C6 and C10, respectively).
The experimental result obtained by Szilvassy et. al. (2001) is closest to C5. This cluster shows high sensitivity bias in ,  and  and low sensitivity bias in delta.  shows almost no bias. This indicates that a simulation including high sensitivity values of ,  and , and low sensitivity values of delta, will belong to C5 regardless of . The simulations in C5 show a fast radiation recovery reaching is its peak around day XX (typ 50). At this timepoint the number of differentiated cells is slightly higher than at the equillibrium reached shortly thereafter. The equillibrum is reached around day XXX (typ 120). 
The simulation of the which is closest to the experimental results obtained by Szilvassy et al (2001) is the combination of feedback connections (, ( and λ (|kp| =10000) 
. This parameter setup also belongs to cluster C5. It reached 51% overshooting at day 56.3, and declined slowly to normal levels around day 150. The overshooting amplitude, the period of decline, and the time when these occur, was close to the experimental results of Szilvassy (2001). The agreement was not as good in the initial part of the simulation. The production of cells in the simulated scenario was delayed compared to the experimental result. After the delay, the number of cells increased steeply. The disagreement before stabilisation was probably due to that maturation times was not included in the model [we could say `possibly’ for this, but could we not say that another possibility is that finer tuning of the transition rates in this combination, yet to be investigated, might yield a closer fit for the early part of the simulation while maintaining the fit to the later part?]  . The system answered responded to the need for differentiated cells with an initial overproduction of HSC. The differentiated cells exhibited an overproduction as well, albeit much lower, approximately 48% above the equilibrium value. With an unregulated cell cycle apoptosis () the system behaviour was roughly the same, although the time to reach equilibrium was delayed with by about 50 days. This combination (&=10000) belongs to the clusters C4 or C6 depending on the value of . Both C4 and C6 shows an delayed production compared to C5.
The parameter setup that most closely matches the experimental data from Szilvassy et al (2001) as well as the closest cluster shows compatible parameter setups. That is, sensitive regulation on of cell cycle recruitment (), cell cycle apoptosis () and differentiated cell apoptosis () and unregulated differentiation (). The duration of the cell cycle () shows little to no effect. A sensitive value of   is vital to elicit a fast response. Without , the system shows a much slower production. All simulations with an unregulated  are found in one of the four slowest growing clusters (C0-C3). Simulations without regulation on of differentiated cell apoptosis () but otherwise using the same parameters are found in cluster C11. This cluster shows a very large initial transient overproduction and oscillations that persist throughout the whole simulation. In this setting, sensitive  regulation prevents oscillations. An unregulated  or a  with less sensitive regulation delays the production. If  is highly sensitive, the simulation still belongs to C5. Cell cycle duration ( shows no importance as the result belongs to C5 regardless of its value. 
Discussion

In this paper feedback regulation in the haematopoietic system during reconstitution has been explored using a theoretical simulation model. In the model, cells was were represented as individual software objects, which changed states depending on their previous state and various other parameters. As the model was implemented as stochastic processes acting on these discrete items the simulation results are affected by truncation errors. To minimize this problem a high update frequency was used. Also, note that the reduction of the search space may unintentionally cause interesting parameter setups to be untested. However, since an exhaustive search was not feasible a coarse grained search was performed.
The results were clustered according to the time dynamics of the population of differentiated cells. Simulations resulting in a depleted stem cell pool were filtered out. For each cluster the relative frequencies of all parameter values was were calculated to enable analysis of the regulations active in each cluster.
In all but the four slowest growing clusters the cell cycle recruitment parameter () shows great overrepresentation of  its higher-sensitivity values sensitively regulated setups and under representation in of its  less sensitive or unregulated setups values. In fact, all simulations with unregulated cell cycle recruitment belong to the four slowest growing clusters. This indicates that the feedback mechanism controlled by  is needed for a fast expansion of differentiated and stem cells. 

There are clusters differing only in -distribution, (the parameter relating to rate of apoptosis of differentiated cells [in the discussion we should not rely on many of readers having read the rest – some only look at discussion to see if it will be worth reading]); these clusters shows similar behaviour with the only apparent difference being an earlier growth of differentiated cells in clusters with sensitive gamma   regulation values. Hence, we conclude suggest that the effect of gamma is to speed up cell production by suppressing cell cycle apoptosis during differentiated cell shortage.

In all but the depletion clusters of the clusters that did not result in a depleted stem cell pool, delta  (the parameter concerned with transition of cells from the resting phase to terminal differentiation)  shows an under representation in regulated setups   of its regulated values. Simulations ending in depletion show a bias towards a sensitive differentiation probability (). This is interpreted as  We interpret this as indicating that sensitive values of , if to sensitive results in lead to depletion, and, that an unregulated delta   is very plausible. Based on the fact that many simulations with an unregulated  shows showed a viable population, and that the most plausible setup does not include , we can conclude that the value of delta does not need to be regulated  indicate regulation. Although it may seem to be economical for the host to differentiate cells when there is an excess of stem cells and a lack of differentiated cells, it has to be put in comparison this has to be considered in conjunction with the cost of implementing such a feedback path. 
The biasing of differentiated cell apoptosis () shows no particular logic and it is hard to draw any conclusions of about its effect is hard to draw from any of our distribution based analysis. However, we have shown that  may reduce oscillations in some specific settings.
Our analysis does not show that it is impossible for the cell cycle duration ( to, in part, regulate the system. However,  shows a very flat distribution of parameters and in clusters where  shows a bais towards sensitively regulated values, the bias is small. This indicates that if  at all regulates the system at all,  it is not to a large extent.
Through comparison with experimental data a combination of feedback control signals have been identified. The combination of feedback control on cell cycle recruitment (), apoptosis of differentiated cells () and stem cells () generates a fast responding and stable system. To be able to meet the high demand of differentiated cells the model initially generates a large population of stem cells, in the same order of magnitude as the overproduction shown by Bodine et al. (1996). The stem cell pool stabilizes close to the value calculated by Abkowitz et al. (2002). The differentiated cells exhibit a transient overproduction. The time by which the differentiated cell count reaches its peak as well as the time it returns to stable numbers is very close to what was obtained by Szilvassy et al (2001). The initially large number of stem cells produced might have been decreased if a feedback connection from the number of cells in G0 to cell cycle recruitment was taken into account. The overproduction is also dependent on the initial number of cells, as well as the combination and sensitivity of the feedbacks.  Interestingly,  and  are not regulated in the setup that generates the most plausible result. Their absence indeed confirms the conclusion  suggestion that  and  does not need to be regulated.
Cheshier et al. (1999) hypothesized that  and  are important points of regulation. We found that the regulation of cell cycle recruitment (  was vital for the system’s growth. However,  was not found to be as crucial as , at least not in the parameter ranges tested here. The system was enough sufficiently regulated without you mean without tau?  -- … sufficiently regulated by certain combined values of beta, gamma and lambda, without the need for regulation via delta or tau].
Enver et al. (1998) hypothesized that the differentiation decision might occur by at random, i.e. not involving feedback regulated from by the number of differentiated cells. This hypothesis is coherent  consistent with our simulations, which consistaently shows a strong bias towards an unregulated or less sensitive  in all clusters except the depletion cluster.  The number of differentiated cells does not need to be regulated through the differentiation probability; the production can be sufficiently regulated by other means. We would like to turn more attention to In particular, we note that our results clearly suggest the importance of regulation influenced by cell cycle apoptosis ((), which in clinical stem cell transplantation may be the key to fast recovery of the patient.
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�An equation might explain things better


� Need reference to the one who made sigmoid response.


�One referee wanted us to explain the logic regression formula and its relation to our "sigmiod". The thing is that these two are equivalent. Our version has different name of the parameters as well as inverted values in some places, but still equivalent. 


�This needs to be rephrased or delteted. Leaves a lot to define, like "sufficiently fast"


�Use labels like "very sensitive" instead of specific Kp-values. Any ideas?


�Maybe hard to understand?


�Maybe to "fuzzy"


�sum per worm = 100%


�remove?Reormes. Any ideas?of speceotbtained by Szilvassy et al (2001).by which differentiated cell count oscillations.����������?


�Belongs to cluster 5


�Check for remains of the old analysis. (based on examples of specific parameter setups instead of over/under representations in clusters)





_1201595376.unknown

_1201595448.unknown

_1201595574.unknown

_1180558787.unknown

