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Abstract—Document categorization is an important topic that
is central to many applications that demand reasonig about
and organisation of text documents, web pages, arsb forth.

Document classification is commonly achieved by chbeing

appropriate features (terms) and building a term-frequency
inerse-document frequency (TFIDF) feature vector. i this

process, feature selection is a key factor in theceuracy and
effectiveness of resulting classifications. For aiv@n task, the
right choice of features means accurate classifigan with

suitable levels of computational efficiency. Meanwite, most
document classification work is based on English feguage
documents. In this paper we make three main contribtions: (i)

we demonstrate successful document classificatiom ithe

context of Arabic documents (although previous workhas
demonstrated text classification in Arabic, the daisets used,
and the experimental setup, have not been revealedji) we

offer our datasets to enable other researchers toompare
directly with our results; (iii) we demonstrate a @mbination of

Binary PSO and K nearest neighbour that performs well in
selecting good sets of features for this task

Keywords-component; feature selection, text mining,Arabic
language processing

l. INTRODUCTION

With rapid growth in the availability and use of tural
language text documents in electronic form, aut@mxt
classification becomes an important technique
understanding and organizing these data. Text caiagion or
‘topic spotting’ is the task of classifying (largalnstructured)
natural language documents into one or more prieetkf
categories based on their content. The abilityotdhis supports
an increasing number of applications,
informative search engine interfaces, and replageny time-
consuming human effort in the manual organizatibriacge
collections of text documents.

The basis of document/text processing is tosftam a

for
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removing irrelevant and redundant terms (featuresie
retaining features that contain sufficient inforioat to
assist with the classification task at hand.

There are broadly two approaches to FS, tlapper and
filter approaches [2]. In the wrapper approach,daily a
search is performed for an ideal subset of featwsiag the
accuracy of classifiers (given those features) gslide to
evaluating an individual feature subset. In thetefil
approach, a subset of features is selected uwsimgiori
feature scoring metrics — e.g. in the text catiegtion field
features are ranked and selected in this way usietgics
such as document frequency, information gain, nlutua
information and so forth [1,2]. Generally, the wpap
approach is beneficial since it considers how aejroup of
features work together, and thus can implicitlyedetand
exploit nonlinear interactions among large subsefs
features; however wrapper approaches are relatsiehy.
Meanwhile, filter approaches always have the darafer
missing such interactions between two or more feafiand
may often discard features that may be highly @évo the
classification task. In this paper we choose a peap
approach, since we are mostly interested in deimop
accurate classifiers (e.g. to support a tool tlest4processes
the results from an Arabic search engine), and hat t
context it is not critical that the time spent deping the
tool be particularly fast.

Finally we note some basic differences betwagabic
and English. Arabic has 28 letters and is writtemT right
to left. In contrast with English, Arabic has a hec
morphology that makes developing automatic proogssi
systems for it a highly challenging task [3]. Thesizc nature

including enor of the language, in the context of text classifaat is

similar to English in that we can hope to rely dret
frequency distributions of ‘content terms’ to ungierthe
development of automatic text categorisation. Havethe
large degree of inflections, word gender, and fpiliza

document into a term-frequency vector [1], but this(Arabic has forms for singular, dual, and plurafigans the

immediately brings up the issue of what terms, aod

many terms, to use to represent a document. Thisrge
guestion of feature selection (FS) has a great énpadata
mining in general and text mining in particular. F&s been
an active research area since the 1970s. In tessification

pre-processing (e.g. stemming) stage is more cotthbmn
in the English case.

The remainder is set out as follows. In sectibrwe
briefly overview related work on Arabic text categation.
This essentially provides a list of indicative merhance

in particular, feature selection aims to improvee th values (in terms of accuracy or F1-measure) foh suork,

classification accuracy and computational efficierizy

and points towards the more promising approaches,



although we note here that each paper seems tousaedea
separate dataset, so it is not yet possible to driar
conclusions. The lesson we drew from this revievg Weat
selection of good feature subsets (i.e. subsetsi¢ad to
good accuracy in text categorisation of Arabic doents)
could be well-served by investigating a wrappertuea
selection method. We therefore decided to exploRSB
(Binary Particle Swarm Optimisation) as the featur

selection approach, which had been found to work

excellently in [4]. In that work, the classifier ag was a
radial basis function network, however here we dedo

documents. In terms of the F1-measure, the perfocmaf the
proposed method reached 93.9% over 10 distinct text
categories; per category, individual precision agchll values
were almost always above 90%. Finally, [10] invgestied the
performance of well-known ML algorithms: CBA, Naive
Bayes and SVM on classifying Arabic text documentke
results show that CBA outperformed NB and SVM ahd t
gaverage F1-measure was 0.804.

[ll.  PARTICLE SWARM OPTIMIZATION AND KNN
Particle swarm optimization (PSO) was developed by

use instead one of the simplest possible classidita Eberhart and Kennedy in 1995 [11], motivated irt parthe
methods,K-nearest neighbour. In this way we reduce thesocial behaviour of flocks of birds. We provide yal brief
number of parameters that need to be set, whilesete description here and refer the reader to the algpaper
baseline results against which future methods can H11], or recent surveys [12, 13] or their favoursearch
compared using the same data. Hence, in sectiomall €ngine to discover more. PSO is a population based
respectively and briefly describe Particle Swarmstochastic optimization algorithm in  which potehtia
Optimisation (PSO) andk-nearest neighbour (KNN), the solutions are called_ particles. As well as a positin the
two main elements of the text classification methodsearch space (which essentially defines the salutto

proposed here, and then we describe our method fulbye
in section IV. In section V we introduce our datasehich

is available with full annotation (i.e. so that eth
researchers can use precisely the same trainingtestd
splits) here:http://is.gd/arabdateand then we describe our
experiments and results; we summarize and conclade
section VI.

1. RELATED WORK

In comparison with the English language, limitedrkvo
in the text categorization field has been donefi@bic, and
here we survey a significant selection of the rece
published work in this area. For instance, [5] eattd the
performance of two well known classification algbms,
C5.0 and Support Vector Machines, on classifyingbic

texts. The average accuracy of SVM using seven iérab

data sets was found to be 68.65%, while C5.0 oidpeed
this with average accuracy 78.42%. In [6], Naivegd¥awas
used to classify Arabic web documen®he experiments
showed that the categorization accuracy over ddigmaies was
67.78%. In [7] a maximum entropy method was used
classify Arabic texts into pre-defined groups basedtheir
content. The system was tested using only noungseotbuns
as key words while excluding all other words. Tleefprmance
on test data reached 80.41%. It was argued irhf8]$VMs in
combination with Chi-square based feature select®ran
appropriate method to classify Arabic texts. Thpezinmental
results showed that the average of the accuracy alle
categories, using the F1-measure accuracy estimai&thod,

represents), each particle also has a velocithénsearch
space, which is initially random., A population pdrticles
is randomly initialised in terms of position andogty, and
then each is evaluated, and each particle updateslocity
according to its experience and the experience tbéro
particles in the swarm [11, 12]. Essentially, atipke will
first update its velocity by moving it partly indtdirection
of the position that has best fithess in its neghhbood
(this need not be defined geographically), andlypantthe
direction of the best fitness that particle hasseets own
experience so far. The velocity thus updated, theigbe
itself will then adjust its position with the newlacity.

The original version of PSO was defined for-sedued
continuous search spaces; variants have since been
developed that deal with discrete spaces. In birR®D
(BPSO) [13], a patrticle’s position is simply a bipaector,
which initially seems difficult to reconcile withé notion of
having velocities associated with a particle. Kelynand
Eberhart’'s approach retains the equations usedacage
velocities in PSO, with the key difference beingttlin
tPBPSO a velocity vector (a real-valued vector inakheéach

component is kept between 0 and 1) represents afset
probabilities, one for each component. Particlatjwos are
realised by sampling from this vector. Meanwhil®30 is
convenient and appropriate to use here (as in Blilice
binary encoding is natural for a feature selectask.

K-NN is widely used in almost all other areas of
machine learning, due to its combination of effemtiess
and robust simplicity [14—186]. It is technically &nstance

n

was 88.11%. In [9]Ngram frequency statistics were employed based’ learning method that simply stores the imgin

to classify Arabic text documents into four preidefl classes.
The results showed that tri-gram text classificatior Arabic

instances. When a new instangg i to be classified, a set
of the K most similar training instances is retrieved (using

texts using the Dice similarity measure outperformsy, appropriate distance metric) and used to préfaictiass

classification using Manhattan distance; they folrrdcision
and Recall values that varied between 0.5 and bsac#
distinct document categories.

Among the most promising methods in this areagims
of accuracy, was investigated in [4], where wrappesed
feature selection was done using Binary Particlear8w
Optimization (BPSO) for searching feature subsats, Radial
Basis Function (RBF) networks used for classifyiigabic

of the new instance. The predicted class is the freguent
class among thes& nearest neighbours tg. Standard
Euclidian distance is often used [14], and is ald@at we
use here. As we describe more clearly later, wekuN@&l to
estimate the accuracy with which a collection dttees
(selected by BPSO) can classify the category obirgext
documents.



IV. FEATURE SELECTION WITH BPS¢KNN

The approach we propose and test in the next seistio
aimed at finding a good subset of features to sdpihe
task of Arabic text categorisation. Comparisonshvather
techniques are made with the help of the weka machi
learning library [17—19]. Note that we clearly diguish

the task of feature selection from the question of

classification. That is, we use a BPSO/KNN hybriethod,
working on atraining set to output a specific subset of
features. We then evaluate this subset of featomes test
set, in which we can use any machine learning/dieston
method for the evaluation. In fact we evaluate Ueat
subsets using each of Naive Bayes,
implementation of C4.5) and an SVM with a linearrie.

In this section, we describe only our feature gtalac
method, which is a BPSO/KNN hybrid. A step by stegw
is given below; this all follows a text pre-prodessstep,
described in the next section, in which a totalNoferms
(features) are pre-determined from the documemtectodn.

Step (1): Create a population of particles oN-
dimensions in the feature space. Each particlepgsesented
by three vectors: the particle’s current positiofi),( the
particle’s best previous positioRi() and its velocity Vi ).
Xi is initialized with random binary values where lang

J48 (Weka's

this paper are based on unseen test data).

» Calculate the Euclidean distance from the current
instance to all instances in the training set.

» Classify the current instance according to Ks
nearest neighbours in the training set.

« If the predicted classification matches the known
classification of the instance, increase C by 1.

Finally the Classification accuracy &f is recorded a<
divided by the total number of instances in thentray set.

V. EXPERIMENTAL STUDY

A. Arabic Datasets:

Three separate Arabic datasets have been usest thee
proposed method. Each is taken from a differenvipus
paper in this area, and we use all or part of itoir
experiments. We note again here that direct comparivith
previous work, despite the dataset availabilitgdme cases,
is compromised by the fact that in these casesstlieen
difficult to clarify the precise ways in which da&is were
organized into training and test sets, and/or Hwwésults in
the published papers relate to training or tesa.dat our

the corresponding feature is selected and O meahs ncase, we provide full details below and the assedia

selected.Pi is initialized with a copy ofXi. (Following
evaluation of each patrticle, the glolgthestis initialized
with the index of the particle with best fithessue).
Step (2): For each particle:
» Evaluate fitness using-NN (see below).
» Update particle’s personal best.
Step (3):Update global begtbest
Step (4): Update velocity and position of all particles in
the population according to standard approach iIs@P
[13].
Step (5): Terminate if termination criterion satisfied,
outputting the selected subset of features (reptedeby the
current global best particle), else go to step (2).

Thefitness of a particle is calculated using:
Fitness = ¢ x Acc) + (B x ((N-T)/N))
Where

 Acc is the classification accuracy of the
particle found using{-NN (see below).

datasets, with clear partition into training ansk @ata, here:
http://is.gd/arabdata

The Akhbar-Alkhaleej Arabic Dataset is a collectioh
5690 Arabic news documents gathered evenly from the
online newspaper "Akhbar-Alkhaleej” by. It is awdile
from [20] and an example of research using it i$].[2t
consists of five categories and each document is th
collection has only one category label (singledede In
this work, we have selected 1708 documents randomly
Table | shows the distribution of the selected doents
among the four categories.

TABLE I. Akhbar-Alkhaleej Arabic Dataset

Category Train | Tesi | Total
International New 22¢ 58 28€
Local new 57€ 144 72C
Spor 342 86 42¢
Econom' 21¢€ 55 27%
Total 136¢ 342 170¢

The Alwatan Arabic Dataset is a collection of 2@,29

« @« andB are two parameters used to balanceArabic news documents gathered evenly from thenenli
between classification accuracy and feature subsé€wspaper "Alwatan” by [22]. It consists of six egdries

size, where is in the range [0,1] ané=1-a.
* Nis the total number of features.
» Tislength of the selected subset of features.

The classification accuracy of a partich® {s calculated
using the following procedure:

¢ Filter the subset of features selectedPby

e SetC=0.

« For each instance in the training set (recall,

however, that is during training; all results presel in

where each document in this collection has only one
category label. In this work, we have selected 1173
documents from four categories randomly. Tablehibves

the distribution of the documents among these four
categories. This corpus is available online at.[20]

TABLE Il. Alwatan Arabic Dataset
Category Train Tesl Total
Culture 15€ 67 223
Religior 21€ 93 30¢




Spor 25k 10¢ 364 common setting), and C1 and C2 are set to 2.0 datdn
Econom: 194 83 2717 values). The termination criterion is a maximum 1df0
Total 821 352 117= generations (determined after trying different eal%0, 100
and 150)K (in KNN) was set at 3 (determined after trying
The Al-jazeera-News Arabic Dataset (Alj-News) is andifferent values 1, 3 and 5)\ .and we used 0.85 and R =
Arabic dataset obtained from [16]. This datasetsisia of 0.15 (following a range of initial tests).
1500 documents. It includes five categories (Sport, All experiments made use of the Weka open source
Economy, Science, Politics and Art). The number ofmachine learning software [17]. We selected three
documents in each category is 300 documents. Heedi classifiers to evaluate the selected subsets dbirfes for
the training set is 1200 documents (240 texts fache each dataset. These classifiers are:
category), and the size of the test set is 300 meats (60 - SVM support vector machine (with linear kernel).
texts for each category). This dataset is availaddl [24]. - Naive Bayes classifier.
- J48 (weka implementation of C4.5).
. In each case, 10-fold cross validation was usesdiyig the
B. Text Pre-processing . .
] results in the following tables.
All _Arablc text dqcuments have been preprocessed |n more detail, for each of the three dataséte
according to the following steps: following was repeated ten times:
- BPSO/KNN was run on the training set to produce
a feature subset (the finglbestparticle)
This feature subset was used to filter the test set
l.e. the test set was processed into TFIDF vectors
with components only for the given set of terms.
Each of SVM, Naive Bayes, and J48 were run on
this test set, using ten-fold cross-validationdleg
to the accuracy values that we later report.

- Conversion to UTF-8 encoding.

- Remove hyphens, punctuation marks, numbers,
digits, non-Arabic letters and diacritics.

- Remove stop words.

- Eliminate rare words (words that occur less thaa fi
times in the dataset).

- We have not performed word stemming.

- We did not normalized some Arabic letters as in [4]

- The standard Vector Space Model (VSM) was used \ye first note that after pre-processing the numsrs
to represent Arabic texts [17] and TFIDF was usedyistinct features found in the separate datasete vas

for the term weighting factors. shown in Table IIl. These translate directly inte tsizes of

) ) the BPSO vectors.
For completeness we briefly note here the basics of

TFIDF weighting: the Term frequency (TF) of a teris the TABLE lIl. Number of distinct features in the tnimg
number of times in which the tertappears in a specific portions of the three datasets
documentd. The Document frequency (DF) of a tertpis Datase Distinct features
the number of documents in the dataset that teaocurs in from the training set
at least once. The inverse document frequency (lRhe Alj-News 532¢
termti is generally calculated as follows [18]: Alwatar 1228

D Akhbalr-Alkhalee 891:

IDF(t;) =log
DF(;)

. . Again, these are features of the training set ofly.
whereD is the total number of documents in the datasel, qyce the experimental results we report nesyteset of
The weight of ternt; in document; using TF.IDF is: the features for a particular dataset is used a#sis for
learning a classifier on the test set.

TF.DK(t ,d;) = TF(t,d;) X IDF(t;) Finally, before showing a summary of results, we
Note that in our experiments all feature preproogsand remind the reader of the definitions fecision recall and
weighting was done separately for the trainingased the Fl-measurein this context. Consider the documents in the
test set. That is, for example, TFIDF weightingstfee test  test set that are categody The classifier predict a category
set were not influenced at all by the test set. for each document, and these predictions will ifatth four
classes with respect to categévy

- TP (true positives) — the set of documents that are

C. BPSO_KNN parameter settings: in categoryA, and were correctly predicted to be in
BPSO parameters were set as follows, after a modest categoryA..

amount of preliminary experimentation: The inertiaight - TN (negatives) — the set of documents that are not

w for BPSO was set at 1.02 (determined after trying in category A, and were predicted to be in a

different values in range between 0.4 and 1.2hénbasic different category thaA.

PSO (or BPSO) velocity update step, inertia weight - FP (false positives)—the set of documents that

dictates how much the new velocity is influenced thg were predicted to be in categoty but in fact they

current velocity. Swarm size is 30 particles (arlyai are of a different category.



- FN (false negatives) — the set of documents that

set

were predicted not to be in a categdyybut are TABLE VII. Accuracy by Class for J48 on Alj-NeviBataset

actually in categorA. Class Precision Recall F-Measure
Precision is the proportion of predicted categdky Sport 0.917 0.917 0.917
documents that were correctly predicted, i.e. SA.” 0.711 0.533 0.61
. ? cience 0.849 0.75 0.796
[TPJ/(]TP|+|FP[). Recall is the proportion of alct;alegory Politics 0.471 0.667 0552
A documents that were correctly predicted,e. Economic 0.789 0.75 0.769
[TP/(ITP|+|FN[). The F1 measure is the harmoréan of W. Avg. 0.747 0.723 0.729

precision p) and recall i), i.e. r(p+r).
TABLE VIIl. Accuracy by Class for SVM on Akhbaklkhaleej Data

First, we show in Table IV the overall summarised Class Precision Recall F-Measure
results on the test set in terms of classificatmeuracy E‘;OL‘IZTVZ %%281 8-22: 8'233
ggiﬁl::g/tg:t L)Sroggs Sverage of 10 complete trials tio¢ Tocal New 0.835 0017 0874
C Sport 0.975 0.895 0.933
We note that the sizes of the feature sets retubyed W. Avg. 0.893 0.886 0.887

BPSO (shown here rounded to the nearest unit) tetalbe
a little more than half of the total number of feas for the
dataset in question. Clearly, SVM was able to dassost
accurately, with results that seem quite competitywen
the results, ad discussed before, that tend tochievsed in
this research area.
Tables V—XIII set out more detailed views of the

results on each of the three datasets, showing waaes
for precision, recall and F-measure for each categothe

Class Precisior Recall F-Measure
Economy 0.643 0.818 0.72
Int. News 0.929 0.897 0.912

Local News 0.825 0.785 0.804

Sport 0.925 0.86 0.892

W. Avg. 0.838 0.828 0.831

TABLE X. Accuracy by Class for

J48 on AkhbarkAbleej Dataset

TABLE IX. Accuracies for Naive Bayes on Akhbalkhaleej Dataset

dataset in question, where the averages are weighte Class Precision Recall F-Measure
according to the numbers of documents in each oateg Economy 0.698 0.545 0.612
Tables V, VI, and VIl respectively show the results Int. New 0.754 0.793 0.773
SVM, Naive Bayes, and J48 on the Ali-News dataskile Local News 0.753 0.847 0.797
; y Sport 0.935 0.837 0.883
the sequence is repeated for the Akhbar-Alkhaledjables W. Avg 0.79 0787 0785
VIIl—X and the Alwatan dataset in Tables XI—XIII. — : : :
TABLE XI. Accuracy by Class for SVM on Alwatddataset
Class Precision Recall F-Measure
TABLE IV. Classification accuracy of SVM, Naivefes and Culture 0.838 1 0.912
Decision tress on the three datasets Economy 0.892 0.943 0.946
Dataset No. features J48 Naive SVM Religion 1 0.978 0.989
selected by Bayes Sport 0.991 0.972 0.981
BPSO-KNN W.Avg. 0.966 0.96 0.961
Alj-News 2967 0.729 0.846 0.931 _
Alwatan 6578 0.769 0.887 0.961 TABLE XII. Accuracy by _C_Iass for Naive Bayes omwatan Dataset
Class Precision Recall F-Measure
Akhbar- 4562 0.785 0.831 0.887 Culture 0714 0.746 0.73
Alkhalee; Economy 0.949 0.892 0.919
Religion 0.88 0.946 0.912
Spor 0.962 0.917 0.939
TABLE V. Accuracy by Class for SVM on Alj-News Beet W. Avg. 0.89 0.886 0.887
Class Precision Recall F-Measure
Sport 1 0.983 0.992 TABLE XIIIl. Accuracy by Class for J48 on Alwatdataset
Art 0.934 0.95 0.942 Class Precision Recall F-Measure
Science 1 0.933 0.966 Culture 0.571 0.591 0.584
Politics 0.789 0.933 0.855 Economy 0.667 0.699 0.682
Economit 0.96: 0.8t 0.90¢ Religion 0.857 0.903 0.88
W. Avg. 0.937 0.93 0.931 Sport 0.907 0.807 0.854
W. Avg. 0.773 0.767 0.769
TABLE VI. Accuracy by Class for Naive Bayes AljrNews Dataset . . .
Class Precision Recall E-Measure A full set of confusion matrices and associated raany
Sport 1 0.9 0.947 statistics are available from the authors for redeas who
Art 0.86 0.717 0.782 wish to compare in more detail (space constrairgasgnt is
Scienc: 0.914 0.883 0.898 from showing them here). We nevertheless make some
E'Zg'r']tc')ﬁic 8-223 (?-;357 %75:55 comments here about what is revealed by the canfusi
W. Avg. 0.858 0.843 0.846 matrices. The confusions between topics are gdperal




understandable given the levels of similarity betwehe
topics in different cases. For example, the dattsat is
associated with the lowest accuracy valudschbar-

Alkhaleej requires the classifier to distinguish betwee

international news, local news, economy and sgirice

either local news or international news can botterofbe

about sport and/or the economy, it is not surpgishat any
automated method could be quite challenged in ptiedi

the labelled categories. Similar potential for ecmbns

exists in each dataset, but to a lesser extentywargkee each
of these observations reflected in the confusiotrioes, as
well as the overall results.

VI.  ConcLusion

[4] Zahran B., and Kanaan G., (2009).Text Featwle®ion using Particle

Swarm Optimization Algorithm. World Applied Scierscdournal 7
(Special Issue of Computer & IT): 69-74.

n[5] Al-Harbi S., Aimuhareb A., Al-Thubaity A., Kheheed A., Al-Rajeh

A., (2008). Automatic Arabic Text Classification ADT: 9es
Journées internationales d'Analyse statistigue dBsnnées
Textuelles, pp 77-83.

[6] El-Kourdi M., Bensaid A., & Rachidi T., (2004Automatic Arabic

document categorization based on the Naive-Bayegorhm.
Workshop on computational approaches to Arabic psbased
languages, COLING, University of Geneva, GenevatZgnand.

[7] El-Halees A., (2007). Arabic Text ClassificatiodUsing Maximum

Entropy. The Islamic University Journal (SeriesNdtural Studies
and Engineering) Vol. 15, No.1, pp 157-167.

[8] MESLEH A., (2007). Chi Square Feature ExtractiBased SVMs
Arabic Language Text Categorization System. JouofdComputer
Science3 (6): 430-435.

In this paper, BPSO-KNN is proposed as a featurgg] khreisat L., (2009). A machine learning apprivafor Arabic text

selection method for Arabic text classificationré&é Arabic
datasets were used to test this method, and thet:dcmown

classification using N-gram frequency statisticsourdal of
Informatics 3, 72-77.

machine |earning a|gorithms — SVM , Naive Bayes and10] Al-Saleem S., (2010). Associative Classifioatito Categorize Arabic

C4.5 decision tree learning (in its Weka implemtataas

Data Sets. Int. J. ACM Jordan (ISSN 2078-795¢3):118-127.

J48) — were used to classify Arabic documents usinéll] Kennedy J., and Eberhart R. C., (1995). Partisvarm Optimization,

features selected by this method. Our results sidbat the
proposed method is effective. It
classification accuracy and Fl-measure that compesle
with those reported in related work. However dinestfor-
like comparison with related work in this area istn
currently possible, since either the datasets usedn
associated publication are not available, or, whkey are
available, we have been unable to discover thethayata
was split into training and/or validation and/osttelata in
the comparative results. Therefore another cortiabuof
this work is to make our datasets available, wihté& atter
issues clarified, to support continuing work orsttapic.
Meanwhile, it seems clear that the results achidwed
SVM, as well
BPSO/KNN performs well as a feature selection tegqin
for this task (well enough, for example, to underpie
selection of features for associated applications).
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