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Abstract. Genetic programming (GP) is increasingly popaka research tool
for applications in finance and economics. Oneatiria this area is the use of
GP to discover effective technical trading rules.al seminal article, Allen &
Karjalainen (1999) used GP to find rules that werefitable, but were
nevertheless outperformed by the simple “buy and"teading strategy. Many
succeeding attempts have reported similar findifiggere are a small handful
of cases in which such work has managed to findsrtihat outperform buy-
and-hold, but these have tended to be difficulteqglicate. Recently, however,
Lohpetch & Corne (2009) investigated work by BecKeiSeshadri (2003),
which showed outperformance of buy-and-hold. ImtBecker & Seshadri's
work had made several modifications to Allen & Kdajnen’s work, including
the adoption of monthly rather than daily tradiighpetch et al (2009)
provided a replicable account of this, and alsowst how further
modifications enabled fairly reliable outperformanof buy-and-hold. It
remained unclear, however, whether adoption of higritading is necessary
to achieve robust outperformance of buy-and-holdreHwe investigate and
compare each of daily, weekly and monthly tradinge find that
outperformance of buy-and-hold can be achieved éwedaily trading, but as
we move from monthly to daily trading the perforroanof evolved rules
becomes increasingly dependent on prevailing madeditions.
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1 Introduction

here are several opportunities in the area of Gi@nmarkets for advanced

machine learning and optimization methods, and iegigbns of evolutionary
computation are now common in this area [1]. Genetogramming (GP) [2,3,4] is a
relatively popular technique in this field, with mastudies reporting GP applications
in finance (e.g. [5—12]). The focus in this papsrthe area known agchnical
analysis[13—16]. Technical analysis is the name given ® general enterprise of
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forecasting the future direction of equity pricés the study of historical market price
data. Technical analysis relies on the principlat thatterns and trends exist in
markets, and that these can be identified (for gtanby discovering rules) and
exploited to predict price movements in the neturfu

Successful technical analysis uses tools such aigaverages (the mean price
for a given stock or index over a given recent gai relative strength indicators (a
function of the ratio of recent upward movementsdoent downward movements),
and others. A typical GP approach in this areaoisrfiles to combine technical
indicator ‘primitives’ with other mathematical opg¢ions. Such a rule constitutes a
‘'signal’, which may be interpreted, for example,aasecommendation to buy if the
signal is above a threshold. The first attemptss® GP in this way were by Chen and
Yeh [5] and Allen and Karjalainen [7], and thesal asucceeding works regularly
report that GP is able to find rules that are pable on unseen future data. However,
the ‘elephant in the room’ in such work has be@o@mmon and persistent failure for
such rules to show greater returns than a staritiasdand-hold” trading approach.
The ‘buy-and-hold’ strategy is, for a given tradipgriod, to buy the stock at the
beginning of the period, and sell at the end — &elatways a good strategy in an
upwardly moving market, and far simpler than ugexhnical indicators.

Nevertheless, a small amount of research in tieia aeems able to find rules that
outperform buy-and-hold [8,17,18]. In particularP@volved technical trading rules
with such success have been reported in BeckeGasldadri [19—21], who adopted
the overall approach of Allen and Karjalainen [Wh6 did not outperform buy-and-
hold), and made several alterations. One of Beék&eshadri's alterations was to
adopt monthly trading rather than (as in Allen &jatainen) daily trading. That is, in
[19], rules assume that trades will only be madeafiall) on the first day of the
month, and hence deal with a less volatile viewth® market. It is intuitively
reasonable to suggest that this was an importahirk of Becker & Seshadri’'s work,
in the sense that outperformance of buy-and-holy mat have been achieved
without this modification, however that hypothekizs not yet been tested. In this
paper we test a modified version of Becker & Seslsadpproach and explore each
of monthly, weekly and daily trading. We build @&¥%], which provided full details to
enable replication of [19] as well as showing thamodified experimental setup led to
more robust outcomes. In [24], outperformance of-&od-hold was found to be
robustly delivered by using Becker & Seshadri’'s rapph [19] in the context of a
monthly trading strategy, as long as the rules ehder evaluation were selected
according to performance over a validation periad with the additional proviso
that there was certainly some dependence on thecifispedata splits
(training/validation/test) employed ([7] and [19pdored only one such data split). In
the current work, we continue to evaluate this apph for several data splits, but in
the context of weekly and daily trading too.

We end this section with a brief account of othelated work which has
attempted to outperform buy-and-hold. Potvin dildl, for example, showed that GP
trading rules can be generally beneficial in fgliar stable markets — this is not
particularly impressive, since buy-and-hold is nally poor in such markets. In
another line of work, risk metrics such as the Baaatio [22] have been included in
rules (or in their evaluation). Such metrics tgllig reduce the fitness of rules that
promote trading in volatile conditions, and therefétead to rules more likely to be
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applied by investors. For instance, building oneFgf al. [6] (not superior to buy-and-
hold), Marney et al. [8,17] included risk metrigghile Cheng and Khai [10] using a
modified Sterling return measure, but none of thatsempts produced usable rules
that compared well in comparison to buy-and-hold.

The incorporation of risk measures neverthelessnse@ promising thread of
work, but in this paper we concentrate on furthgl@ing the performance of GP for
evolving robust technical trading rules. In the a@mder, we detail the overall
approach (section 2), and summarize the findingsewéral experiments in section 3;
we then have a concluding discussion in secticand, point to where the reader may
obtain our code for further experimentation.

2 Evolving Robust Trading Rules: the Modified AKBS Approach

2.1 Overview

The approach we use is based on Becker & Seshadnils[19,21] (BS) which in turn
was a modification of Allen & Karjalainen's work J[{AK). This approach uses
standard genetic programming (GP), with a funct&et comprising arithmetic,
Boolean and relational operators, while the terins&t comprises basic technical
indicators, along with real and Boolean constaautel real-valued variables (such as
stock pricg. An example of a specific rule found by [19]nsHig. 1.

Figure 1.Example of a trading rule.

The rule in Figure 1 is to be interpreted as foiotthe 3-month moving average
(MA-3) is less than the lower trend ling &nd the 2-month moving average (MA-2)
is less than the 10-month moving average (MA-1QJ dre lower trend linet) is
greater than the second previous 3-month movingageemaxima (MX-2). The rule
therefore evaluates to either true or false. Ttasdates into trading behaviour as
follows: “If currently out of the market and thelewields true, theuy; if currently
in the market and the rule becomes false, #@dti. This procedure assumes a fixed
amount to invest (e.g. $1,000) whenever therebigyasignal.

The remaining subsections explain the approachrihdr detail. Essentially we
are explaining the approach in [19], making note& and then to indicate where this
departed from [7]. The data we use (as in [7,19H21he Standard and Poors 500
(S & P 500) index — a fixed set of 500 stocks whaggregate to daily price indicators
(opening, closing, high, low). When consideringeklg and monthly trading, the
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opening price (for example) for a week or a moumththie opening price on the first
day of that week or month.

2.2 Function and Terminal Sets

The function set isand, or andnot , together with the relational operatorand<.
We use strongly typed GP, automatically ensurirgy, dxample, that relational
operators receive Boolean inputs. The terminaissat follows, where ‘unit’ is either
day, week or month, depending on whether we arb/i@gorules for daily, weekly or
monthly trading:

opening, closing, high and low prices for the cotunit;

2,3,5 and 10-unit moving averages;

Rate of change indicator: 3-unit and 12-unit;

Price Resistance indicators: the two previous 34moving average minima,
and the two previous 3-unit moving average maxima;

e Trend Line Indicators: a lower resistance line base the slope of the two
previous minima; an upper resistance line basedhenslope of the two
previous maxima.

The l-unit moving average at tim@ is the mean of the closing prices of thenits
from m back tom—(1-1). Thel-unit rate of change indicator measured at times:
(p(m)—p(m=(1-1))x100)p(m=(1-1)), wherep(x) indicates the closing price for time
Previous maxima MX1 and MX2 are obtained by comsidethe 3-unit moving
averages at each point in the previous 12 unitsth®ftwo highest values, the one
closest in time to the current is MX1, and the oikéViX2. The two previous minima
are similarly defined. Finally, to identify trendné indicators, the two previous
maxima are used to define a line in the obvious,\&ay the extrapolated value of that
line from the current time becomes the upper tlaraindicator; the lower trend line
indicator is defined similarly by using the two yicis minima.

2.3 The Fitness Function

The fitness function has three aspects. Firstysess return’, which is how much
would have been earned by using the trading rolextess of the return from a buy-

and-hold strategy. The excess returnBs=r —1,,, wherer is the return on an

investment of $1,000, and,, is the corresponding return that would have been
achieved using a buy and hold strategy. To caleulake use [7,19,21]:

r = irt|b(t)+irf (t)Is(t)+nIn(i%2)

where: I, =logPR, —logP_, - indicating the continuously compounded return,

whereP; is the price at timé Meanwhile,l(t) indicates the buy signal, and is 1 if the
rule indicatesuy at timet, O otherwise. Similarly defined is the sell sigrigt). The
first component of therefore calculates the return on investment tweitimes when
the investor is (as guided by the rule) in the reairkn the second componeniy)
indicates the risk-free return, which is takenday particular day from US Treasury
bil data (these data are available fronhttp://research.stlouisfed.org/
fred/data/irates/tb3ms Hence, the second component represents timeobuhe
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market, assuming that the investor's funds areiegra standard risk-free interest.
Finally, the third component corrects for trangatttosts. The cost of a single buy or
sell transaction is assumed to be 0.05% (i.e. (0.608.g. $5 for a transaction of
volume $1,000. The number of transactions actighethg the period by the rule is
This component estimates the compounded loss tieraxtpenditure on transactions.
The other two aspects of the fitness functionpohiiced in [19], are a modification
that penalizes rule complexity, and a further modtfon that considered ‘performance
consistency’ (PC). The second main part of theefignfunctionryy, is calculated as:

1-c
on = DT, +In(m)

wherer, is as indicated above. Hence it calculates thenmaif buying at the first day
and selling at the last day of the period, invalvia single buy and a single sell
transaction.

The excess returB, calculated as described, was originally the dbjedunction
in [7], but improvements in [19,21] arose from tadjustments. One of these is an
adjustment to fitness according to the size ofttee. Given a fitness value the
adjusted fitness becomefrbax(5deptl), wheredepthis the depth of the tree being
evaluated, and the constant 5 is a ‘desired’ deptbarly there are many potential
alternatives, but we simply adopt the stated metisedi in [19,21]. The other aspect of
the fitness function which led to more consist&siits was as follows, which we call
Performance Consisten¢i?C). E is calculated for each successive perioi afnits
covering the entire test period. The value returiredimply the number of these
periods for whichE was greater than both the corresponding buy altirbturn (from
investing in the index over that period) and tis&free return during that period.

Finally we can state the objective functibused in this work: the fitness of a GP
tree was the PC-based fitness (i.e. a number fraonX) where there wer¥X periods
covering the test data), adjusted for tree compldnyi S/max(5depth.

2.4 Operators and Initialization

We used the four mutation operators described lmehme [3], as follows:

e Grow: randomly select a leaf and replace with aloanly generated new subtree.

e Shrink: randomly select an internal node and repthe subtree below it with a
randomly generated terminal node.

e Switch: randomly select an internal node and reatd@rgument subtrees.

e Cycle: select a random node and replace it witeva mode of the same type. If a
terminal node is selected, it is replaced by a itmhmode. If an internal node is
selected, it is replaced by a function that takesquivalent number of arguments.

We used standard subtree-swap crossover [2]. Tipailgt@n was initialized by
growing trees to a maximum depth of 5, but no frtbonstraint was placed on tree
size during evolution, other than the pressurereffdy the objective function.
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3 Experiments

3.1 GP Parameters, Data Periods and Consistency-#®érformance Periods

In all experiments, the GP approach was as desktitbgection 2, with population size
500. In each generation, the current best was dapte the next generation, and the
rest were the produced by crossover of two parg@mtbability 0.7) or mutation of a
single parent. Parents were always selected vik-based selection. Each run
continued for 100 generations.

In common with [7] and [19], the period 1960—199asngenerally used for
training in the monthly-trading case. In commonhW24] we continued to explore two
different regimes for choosing and evaluating & fudm the training run. In regime 1,
the fittest rule found during training (as measuoedthe training set) was applied to
test data in an immediately succeeding periodNgfears. In regime two, each rule
found during training was validated against theuansN year period, and the rule that
was best during this validation period was chosem, tested over a furth&r years
period beyond. These two regimes were each expfordour data period splits:

Table 1. Monthly splits

Name Training Length | Validation LengtiN)( | Test LengthK)
MonthlySplitl 31 years 12 years 5 years
MonthlySplit2 31 years 8 years 8 years
MonthlySplit3 31 years 9 years 9 years
MonthlySplit4 25 years 12 years 12 years

For example, when regime 1 was used for data Mg&iit1, the rule chosen is the
best on the 31-year training period, and this mukevaluated on the subsequent 12 year
period. When regime 2 is used for this split, thie found, while training on the 31-
year period, which happened to be best on the qubsé 12 year period, was then
evaluated on the further subsequent 5 year pefioe.results for Monthly splits 1, 2
and 3 were reported in [24], but are also summdrikere to aid contrast and
comparison with the daily and weekly trading resuata periods for weekly and for
daily trading were chosen to be reasonably comgistéh the monthly splits, so that
the numbers of days (weeks) involved correspondéd the number of months
involved in the monthly splits. The details arda@ows:

Table 2. Weekly splits

Name Training Length| Validation LengtiN)( | Test LengthK)

WeeklySplitl 366 weeks from next 158 weeks next 157 weeks$
1% Jan 1960

WeeklySplit2 366 weeks from next 158 weeks next 158 weeks
1% Jan 1972

WeeklySplit3 367 weeks from next 157 weeks next 158 weeks
1% Jan 1984

WeeklySplit4 366 weeks from next 157 weeks next 158 weeks
1% Jan 1996
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Table 3. Daily splits

Name Training Length | Validation LengtiN)( | Test LengthK)

DailySplitl 378 days from®L next 126 days next 127 days
Jan 1960

DailySplit2 380 days from®L next 127 days next 127 days
Jan 1975

DailySplit3 379 days from®L next 128 days next 127 days
Jan 1990

DailySplit4 376 days from®L next 128 days next 126 days
Jan 2006

The work reported in [19,21], building onlekt and Karjalainen’s seminal
approach [7], used what we refer to as regime ¥, arid MonthlySplitl. In [24] we
confirmed that regime 2 led to more robust perfaroea however we continue to
experiment with both regimes 1 and 2 here, to emarifi that conclusion extends to
the weekly and daily trading case. Figure 2 shitvefour Monthly data splits aligned
against the S&P 500 index for the period 1960—2008.also show, in Figure 3, a
representation of the returns from buy-and-hold éach data split. The market
movements were net positive in each part of eatity salicating that outperforming
buy-and-hold was in all cases a challenge.

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005

Figure 2. The S&P500 index over the period 1960—-820ustrating the four data splits for
the case of monthly trading.

We experimented also with the evaluation periodshiwi the Performance
Consistency (PC) term of the fithess function. kcBer and Seshadri’'s work, the PC
term clearly results in improved performance (fBiglso true in our replication; we
omit the comparative results for reasons of spateyever they only report on the use
of 12-month periods. We experiment with four difet lengths for the “PC period”
for each trading situation, namely: 6, 12, 18 add i@onths periods for monthly
trading; 12 and 24 weeks for weekly trading, ancd@ 24 days for daily trading.


Dome
Highlight

Dome
Highlight


100%

80%

60% + O Test
= Validate| |
40% + = Train

O Test 4 o Test
= Validate| = Validate|
o Train 4 o Train

20%

%

[=1 D2 [=<] D4 w1 w2 w3 wa ™M1 M2 M3 M4

Figure 3. Characterising the buy-and-hold perforradioc each data split. Daily splits are on
the left, weekly splits in the middle, and montBjylits on the right. Each bar shows relative
proportions of the buy-and-hold performance in tizéning (lower), validation (middle) and
test (upper) periods of the data split.

3.2 Results

For each trading period (monthly, weekly, dailyg performed 10 runs each for each
combination of data split and consistency of penfamce period, and we report results
for each of regime 1 and regime 2. To save spaeesummarize each set of 10 runs in
terms of the number of times that the result odigpered buy-and-hold. All results are
summarized in Tables 4—6.

Table 4. Summary of results for monthly trading

Data split | PC Eval. Trials PC Eval. Trials
Period | regime | outperforming | Period | regime | outperforming
buy-and-hold. buy-and-hold.
Monthly 6 1 10 out of 10 18 1 10 out of 10
Splitl 2 10 out of 10 2 10 out of 10
Monthly 6 1 5 out of 10 18 1 4 out of 10
Split2 2 9 out of 10 2 10 out of 10
Monthly 6 1 9 out of 10 18 1 7 out of 10
Split3 2 10 out of 10 2 9 out of 10
Monthly 6 1 9 out of 10 18 1 6 out of 10
Split4 2 10 out of 10 2 10 out of 10
Monthly 12 1 10 out of 10 24 1 10 out of 10
Splitl 2 10 out of 10 2 10 out of 10
Monthly 12 1 4 out of 10 24 1 4 out of 10
Split2 2 8 out of 10 2 10 out of 10
Monthly 12 1 10 out of 10 24 1 5 out of 10
Split3 2 8 out of 10 2 7 out of 10
Monthly 12 1 9 out of 10 24 1 5 out of 10
Split4 2 10 out of 10 2 10 out of 10

As Table 4 shows, Monthly split 1 was clearly wdibposed to good performance.
This split, evaluated with regime 1, was that uiseld] and [19], and perhaps gave an
over-optimistic view of the general promise of thethod. But it is clear from these
results (and from [24]) that performance dependshendetails of the data split. It is
also clear that regime 2 is a better choice, lepdn ideal performance also on
Monthly split 4. If we now consider Figure 3, inteahpt to understand relative
performance in terms of the overall market movemsémthe data splits, we find that
this is quite hard to do. Outperforming buy anddhaelould seem to be more likely
when the performance of buy-and-hold in the tesbgés relatively weak, but this is
not the case for Monthly splits 1 and 4. Refertimg-igure 2, we see that the market


Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight

Dome
Highlight


conditions were fairly similar for the training amalidation parts of each monthly
split, and were “up and down’ for each of the st periods.

Table 5. Summary results for weekly trading

Data split | PC Eval. Trials PC Eval. Trials
Period | Regime | outperforming | Period | regime | outperforming
buy-and-hold. buy-and-hold.
Weekly 12 1 6 out of 10 24 1 2 out of 10
Splitl 2 2 out of 10 2 7 out of 10
Weekly 12 1 10 out of 10 24 1 9 out of 10
Split2 2 10 out of 10 2 5 out of 10
Weekly 12 1 4 out of 10 24 1 3 out of 10
Split3 2 4 out of 10 2 4 out of 10
Weekly 12 1 10 out of 10 2 1 10 out of 10
Split4 2 10 out of 10 2 10 out of 10

Table 5 shows the results, summarized in the samg for the case of weekly
trading, and Table 6 presents the correspondingtsefor the case of daily trading.
These clearly show increasingly less robust resltltertainly seems that the method
can find robust rules for Weekly trading that oufpen buy-and-hold in some
circumstances (splits 2 and 4), with less religg@dormance in other cases. However,
again, it seems we cannot discern any pattern uhderpins this from the basic
summary of the data splits’ buy-and-hold perforneairc Figure 3. For daily trading,
Table 6 shows that outperforming buy-and-hold $s lékely, with strong performance
in only one of the four data splits, and very pperformance in two of the data splits.

Table 6. Summary of results for daily trading

Data split | PC Eval. Trials PC Eval. Trials
Period | regime | outperforming | Period | regime | outperforming
buy-and-hold. buy-and-hold.

Daily 12 1 0 out of 10 2 1 0 out of 10
Splitl 2 0 out of 10 2 0 out of 10
Daily 12 1 0 out of 10 24 1 0 out of 10
Split2 2 0 out of 10 2 0 out of 10
Daily 12 1 10 out of 10 24 1 10 out of 10
Split3 2 10 out of 10 2 9 out of 10
Daily 12 1 2 out of 10 24 1 3 out of 10
Split4 2 2 out of 10 2 4 out of 10

4 Concluding Summary and Discussion

The use of genetic Programming (GP) to induce teehitrading rules remains an
active thread of research. The most common outdemds to be that, despite finding
rules that seem successful on their own terms, #neyusually not competitive with
straightforward “buy and hold” (in upwardly movingarkets) or the exploitation of
risk-free investments (in downward markets). Buigdon Allen & Karjalainen’s work

in 1999 [7], however, Becker & Seshadri's approfk®] was one of few so far that
have shown more promise. This was replicated in, [2&th further advice on how

reliably to generate effective rules. In particular [24] it was shown that the
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approaches in [19,21] were somewhat sensitivdngéodata splits involved, and it is
clearly better to use a validation set to choosetife (regime 2).

However, this was in the context of monthly tragimne of a number of
modifications made by Becker & Seshadri to the apph in [7], which used daily
trading. It is reasonable to suppose that this triigha salient factor in the ability to
beat a buy-and-hold strategy. We examined thiselting the Becker and Seshadri
approach in the context of each of monthly, weeklg daily trading. We again found
fairly robust generation of rules which outperfobuy-and-hold for monthly trading,
but with such being relatively rare for daily tragj while the situation for weekly
trading is somewhere inbetween. In more detafie@ms that this approach is capable
of finding rules that outperform buy-and-hold, ewgnen tested in upwardly-moving
markets, but the performance depends on the dbttaas as we move from monthly
to daily trading, this dependence on the data spkms to increase sharply. What is
quite striking to us, however, is that it turns ¢aitbe very difficult to pin down the
likelihood of success in advance based on simplamgry analyses of the data splits.
Visual analysis of the charts during the split peési (not shown here for space
limitations), and summary measures such as FigursoJar fail to yield obvious
indicators that might correlate with the possipitif evolving successful rules. This is
a topic of continuing research, in which we araenily performing experiments with
a large and varied collection of data splits. Rinalle note that interested researchers
may pick up our source code at http://www.macs.bwlkd~dwcorne/gptrcode.
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