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Motivation

Symbolic Logic as Deductive
System

@ Axioms: (AD (B D A));
(AD(BDC)D((AD
B)> (ADQ));

((-B) > (~A)) >
((~B) > A) > B))
((VxA) D SFA);
Vx(AD B)) D
(A D V¥xB)));
@ Rules:

ASB, A A

B VXA




Motivation

Motivation

Symbolic Logic as Deductive Neural Networks
System

@ Axioms: (AD (B D A));
(AD(BDC)D>(AD
B)> (ADQ));

((-B) > (~A))
((-B) > A) > B));
((VxA) D SFA);

Vx(AD B)) D
(A D V¥xB)));
Q Rules: @ spontaneous behavior;
ADB, A A I _ 4 ad _
5 A @ learning and adaptation
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Logic Programs

e A—By,....B,

° TP(/) = {AG Bp:
A—B,...,B,
is a ground instance of a
clause in P and

{B1,...,B,} C I}
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Motivation

Logic Programs

e A—By,....B,

° TP(/) :{AG Bp:
A—B,...,B,
is a ground instance of a
clause in P and
{B1,...,B,} C I}

o 1fp(Tp T w) = the least
Herbrand model of P.
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Motivation

Artificial Neural Networks
Logic Programs

Intput links Heuron  Ouiput link
to neuron from neuron

o A—B,....B, 5
] TP(/):{AG Bp: —l-.—b
A(—Bl,...,Bn /

is a ground instance of a

Heural network

clause in P and Intput —= output

{Bi,....,B} C I} "’t':*‘_.. _..:'r'::
e 1fp(Tp T w) = the least neural— —.-r:uralk

Herbrand model of P. network i networ
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An Important Result, [Kalinke, Holldobler, Storr]

For each propositional program P, there exists a 3-layer
feedforward neural network which computes Tp.

@ No learning or adaptation
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A Simple Example

B —
A —
C—AB

Tp10= {B’A}
Ifo(Tp) = Tp 11={B,A C}
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A Simple Example

A B C
63) (09) 9)
B —
cCas (2 ()

Tp10= {BvA}
Ifp(Tp) = Tp 11 ={B,A,C}

A B C
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A Simple Example

B «—

A «—

C—AB

TPTOZ{B7A}

pr(TP) =Tp11={B,AC}
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Reasoning with Uncertainty

Reasoning with uncertainty:

o (Automated) Reasoning with incomplete and inconsistent
databases

@ Requires spontaneous learning

@ Possible field for integration of logic and neural networks
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Bilattices [Ginsberg]

Bos = (B, <k, <t, ) = L1 x Lp, with Ly = L, = ({0,},3, 3,1}, <).

k

t
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Bilattice-based annotated logic programs
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Bilattice-based annotated logic programs

A:(p,v)— L (p1,v1)® ... @ Lyt (pn, vn)
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Bilattice-based annotated logic programs

A:(p,v)— L (p1,v1)® ... @ Lyt (pn, vn)
Tp(HI) = A: (u,v) € Bp :

Q@ {Li:(uy,v),...,Ln: (u),v),)} CHI, and one of the
following conditions holds for each (u}, v/}):

L (/’L:7V,I) Zk (Mi?yi)v
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Bilattice-based annotated logic programs

A:(p,v)— L (p1,v1)® ... @ Lyt (pn, vn)
Tp(HI) = A: (u,v) € Bp :

Q@ {Li:(uy,v),...,Ln: (u),v),)} CHI, and one of the
following conditions holds for each (u}, v/}):

o (ujvi) Zk (isvi),
o (ui,v]) >k ®jes(1j,v;), where J; is the finite set of indices
such that L; = L;
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Bilattice-based annotated logic programs

A:(p,v)— L (p1,v1)® ... @ Lyt (pn, vn)
Tp(HI) = A: (u,v) € Bp :

Q@ {Li:(uy,v),...,Ln: (u),v),)} CHI, and one of the
following conditions holds for each (u}, v/}):

o (ujvi) Zk (isvi),
o (ui,v]) >k ®jes(1j,v;), where J; is the finite set of indices
such that L; = L;
@ or there are annotated strictly ground atoms
Az (pi,vg), ..., A (i, vi) € HI such that
<:ua V> <k <:UJ>{7V{> D...O <:U’>I(2’VZ>'
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A simple example of bilattice-based logic program
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A simple example of bilattice-based logic program

B:(0,1) «,

B:(1,0)<—,

A:(0,0) — B:(1,1),

C:(1,1)—A:(1,00®A:(0,1)
°© Tp11={B:(0,1),B:(1,0)}
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A simple example of bilattice-based logic program

®

,1),B:(1,0)}
e 7p13={B:(0,0),B:(0,1),B:(1,0),B:(1,1),A:
(0,0), C :(0,0), C(0,1
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Hebbian learning

1 if pi(t) >0

0 otherwise.

“~.
=O—0-

V/// J
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Hebbian learning

1 if pi(t) >0

0 otherwise.
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Hebbian learning

1 if pi(t) >0

0 otherwise.

v/\ Pj
o))

V/// J
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Hebbian learning

1 if pi(t) >0
0 otherwise.

WkJ'

v/\ pj
k

A

V/// J
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Hebbian learning

1 if pi(t) >0
0 otherwise.
v/\ Pj Wi

/ P

V/// J
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Hebbian learning

1 if pi(t) >0

0 otherwise.

v/ Pi Wk Pk
V//// _/ k
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Hebbian learning

1 if pi(t) >0

0 otherwise.

v/ pj Wij Pk
/l\ KG)\ —V

Y \_ ‘

V//// _/ k
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Hebbian learning

pi(t) = (ngl wkjvj(t)) — 0,
vil(t + At) = (pi(t)) = {1 if p(t) >0

0 otherwise.

v i —=V
(o)—(0
/ P
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Hebbian learning

pi(t) = (75 wigwi (1)) — ©x

o= ) 50

v/ pj Wij Pk
V”\@ *>Vk
V//// Jj k

° AWkJ(t) = F(Vj(t)>pk(t))

o Awy(t) = (5 (6) (e (1))

o ¢1 = Awi(t) = —(vi(t))(pc(t) — 0.5)

o ¢o = Awoc(t) = (ve(t))(po(t) + 1.5)
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Reasoning with Uncertainty

The Main Theorem

Oe000000000

For each function-free bilattice-based annotated logic program P,
there exists a 3-layer feedforward learning artificial neural network
which computes Tp.
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The Main Theorem

Theorem

For each function-free bilattice-based annotated logic program P,
there exists a 3-layer feedforward learning artificial neural network
which computes Tp.

An Approximation Result

| \

For each level of approximation / and for each first-order
bilattice-based logic program P with functions in annotations there
exists a finite family of finite artificial neural networks which
approximates 1fp(7p).
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A Learning Neural Network

1,0)C:(0,1)C:(0,0)

(

0,1)B:(0,0)C:(1,1)C:

(

)B

1,0

(
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A Learning Neural Network

1,0)C:(0,1)C:(0,0)

(

1,1C:

0,1)B:(0,0)C:(

(1,0)B:(
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A Learning Neural Network
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A Learning Neural Network
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Conclusions and Ongoing Work

@ Automated reasoning as an opposite to neural computations:
SLD-resolution for bilattice-based logic programs.

o Categorical semantics for logic programs and neural networks:
search for a uniform picture

Ekaterina Komendantskaya Department of Mathematics, University College Cork



Conclusions and Ongoing Work

Thank you! J

Ekaterina
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