F71SB2   Statistics 2

Problem sheet 2 – Discrete distributions and expectations

You should try ALL questions.

You are required to hand-in your group solutions to problems 2 – 6. 
1.
The binomial distribution.  Consider an experiment which is repeated n times independently with probability p of success in each case.  Let X denote the number of successes over the n trials.  The pmf of X is given by 
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, x = 0, 1, 2, …., n.


Show that E(X) = np and that Var(X) = np(1-p):

i) by first writing X = I1 + I2 + … + In, where the I’s are independent Bernoulli (i.e. Bin(1, p) ) random variables;

ii) by first calculating E(X) and E(X2) from the definition of expectation (this way is quite messy algebraically).

2.
Let X ~ Bin(10, 0.4).  Use statistical tables to calculate the following probabilities.


i)

P(X < 7).


ii)
P(X ( 3).


iii)
P(2 < X ( 5).

3.     Let X ~ Bin(10, 0.7).  Calculate the probabilities in Q2 i)-iii) for this case using statistical tables.

4.
A student attempts a multiple choice exam (options A to F for each question), but having done no work, selects his answers to each question by rolling a fair die (A = 1, B = 2, etc.).  The exam contains 100 questions.

i) What are the mean and variance of the number of correct answers he gives using this method.

    (Hint: One way to do this is by considering the distribution of X, the r.v. giving the number of correct answers.)

ii) Suppose now that the exam is scored by awarding 2 marks for a correct answer and deducting 3 marks for a wrong answer.  What are the mean and variance of the student’s score, given that he answers every question?  


(Hint: Consider the r.v. Y giving the total score and express Y in terms of X above. Or, first consider the score on a single question.)
5.
i) Let Y be a r.v. which follows a negative binomial NBin(r, p) distribution.  By considering Y as the sum of r independent Geometric(p) random variables derive the mean and variance of Y.  

(Fact from Statistics I:  The mean and variance of the Geometric(p) distribution are given by 1/p and (1-p)/p2 respectively.)


ii) Suppose that a fair die is thrown repeatedly. The results of throws are independent of each other. Let X be the number of throws required until a “6” is achieved two times.  

(a) Identify the distribution of X.







(b) Find the probability P(X>2).







6.
Let X be a r.v. which follows a Geometric(p) distribution.  
i) Explain why P(X > k) is equal to (1 – p)k, for k = 1, 2, 3, …

ii) Now suppose X1, .., Xn are independent r.v’s, each with a Geometric(p) distribution.  Let Y = min{X1, …, Xn} (for example, if each Xi represents the number of times that a coin is tossed until it lands “heads”, Y would be the smallest number of tosses required in n repetitions of the experiment).
Show that P(Y > k) = (1 – p)nk.  
(Hint: P(Y > k) = P(X1 > k, X2 > k, …, Xn > k).  Use independence to express this probability as a product. )

iii) Hence, show that Y follows a Geometric(1 – q) distribution, where q = (1 – p)n. 
(Hint: Consider P(Y > k) and compare it with P(X > k) in part i)
7.
Consider the r.v. X with X ~ Poisson(λ). Show that E(X) = λ and var(X) = λ.
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