 F71SB2   Statistics 2


Problem sheet 4 – Continuous random variables

You should try ALL questions.

You are required to hand-in your answers to questions 1 – 6.
1. Let X be a continuous random variable whose distribution is Uniform(0, 1). Calculate the probabilities: P(0.7 ( X < 0.9); P(0.35 < X < 0.55). Comment on your answers. 
2. Let X be a continuous random variable whose distribution is Exp(2). 

i) Write down the cdf of X.
ii) Use the cdf to calculate the following probabilities: P(X < 1); P(1 ( X < 2); 
P(X  (  2). 
3. The lifetimes, T (in years), of electrical components of a particular kind are independently distributed as an Exp(0.6) distribution.  
i) Calculate the probability that the lifetime of an electrical component will exceed 3 years, given that the component has already worked for one year.

ii) In a random sample of 100 components, what is the expected number surviving for longer than 1 year? (Hint: first consider the probability that one component will last for more than a year)

4.
Let X and Y be independent random variables, both with Exp() distribution.  Now let Z = min{X, Y}.

i)
By noting that Z > z if and only if X > z and Y > z, write down an expression for P(Z > z) and, hence, for the cdf of Z, FZ.

ii)
From your answer to i) identify the distribution of Z.

iii)  Now suppose that X1, .., Xn are i.i.d. (identically independently distributed) with distribution Exp().  Repeat steps i) and ii) to identify the distribution of Z = min{X1, X2, …, Xn}.

(See also Q6 on Problem Sheet 2; follow similar steps here.)

5.
Suppose X ~ Uniform(0, 1).  Now let Y be the random variable defined by                    Y = -log(X) (where log denotes loge).
i)
State the ranges of the random variables  X and Y.  (Reminder: The range of a random variable is the set of all possible values that it can take.)

ii)
Show that if Y = y, then X = e-y.  Now, express the event “Y ( y” in terms of an event involving X, and hence derive an expression for the cdf of Y.  

iii) 
Use the result of ii) to identify the distribution of Y.
6.
Suppose X and Y are independent random variables each with a Uniform(0, 1) distribution.  Now let Z be the random variable defined by Z = max{X, Y} i.e. the larger of X and Y.  

i) Find an expression for the cdf of Z.  Hint: Z ( z if and only if X ( z and Y ( z. 
ii)
Use the cdf of Z to calculate the probability that the larger of two independent Uniform(0, 1) random variables is bigger than 0.5.

iii)
Now extend the results of i) and ii) to derive an expression for the probability that the maximum of n independent Uniform(0, 1) random variables exceeds 0.5.  What happens to this probability as n becomes increasingly large? 

7.
Let f(x) = 4xe-2x, x > 0. 

i)
Sketch (roughly) the graph of f(x). For D > 0, use integration by parts to show that
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Represent this integral as a shaded area under the graph of f(x).

ii)
By considering how the value of the integral in i) behaves as D becomes very large, check that f(x) satisfies the necessary conditions to be the pdf of a random variable, X,  whose range is the interval (0, ().

(Hint:  You may assume that, for any a > 0, expressions of the form xne-ax tend to 0 as x approaches (.) 
iii)
Let X be a random variable whose probability density function is f(x).  Calculate P(X ( 1).  (Hint:  Use the result of part i) above.)
_1073715565.unknown

