F71SB2   Statistics 2


Problem sheet 5 – Continuous distributions

You should hand-in your solutions to ALL problems.
1.
The probability density function (pdf ) of a continuous random variable X  is given by 
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i) Find the value of the constant c for f(x) to be a proper pdf. 

[Hint: You need to find a value c that guarantees that f(x) is non-negative and integrates to 1 over all possible values.]
ii) Find an expression for the CDF F(x) of X, and hence or otherwise calculate the probability 
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.
iii) By evaluating appropriate integrals, calculate E(X), E(X2) and, hence, var(X).
2.
Let the random variable X follow an Exp(λ) distribution.


i)
Consider the following sample of size 10 from the above distribution:

0.09   0.63   0.26   1.03   0.30   0.17   0.05   0.55   1.19   0.02.


Find 
[image: image3.wmf]l

ˆ

, the method of moments estimate of parameter λ, from these data.

ii)
Consider the random variable Y given by 
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, where again 

X ~ Exp(λ).

Identify the inverse mapping g-1(Y) and the range of Y.

Using the technique given in lectures, find the pdf fY(y) of Y and identify its distribution.
3.
Let X ~ Uniform(0, 1) and suppose that Y = g(X) = X3.  

Identify the inverse mapping g-1 and the range of Y.  

Using the technique given in lectures, calculate the pdf of Y.

4. Let X be a continuous random variable whose pdf is given by

fX(x) = 2x,   0 < x < 1.   
i)
Sketch the graph of fX(x). Would you expect the mean of X to be greater or less than 0.5? [Hint: Consider the pdf of X in intervals less and greater than 0.5]
ii)
By evaluating appropriate integrals, calculate E(X), E(X2) and, hence, the variance of X.
5.     Consider the continuous random variable Y with pdf given by 
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i) Verify that fY(y) is a proper pdf.
 [Hint: You will need to use integration by parts and the hint in Q7(ii) , PS4]
ii) By evaluating appropriate integrals, calculate E(Y), E(Y2) and, hence, the variance of Y.
iii) Consider the independent random variables X1, X2, X3 with 
Xi ~ Exp(1) for i=1,2,3.
It is given as a fact that the r.v. Z = X1+ X2+ X3 has the same distribution as the r.v. Y above.  
Find the values of E(Z) and var(Z), and hence verify the values of E(Y),  var(Y) calculated in ii) above.
[In later statistics courses you will identify the distribution of Y as a Gamma(3,1) distribution.]
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