F71SB2   Statistics II



Spring 2008

Distributions, Data and Inference

Lecturer:  Dr George Streftaris  
(Room CM S15, tel. 3679,
email: G.Streftaris@hw.ac.uk)

Module web page: 
all materials will appear on VLE at http://vision.hw.ac.uk/ 
Aims:  To reinforce the ideas of basic probability and random variables encountered in Statistics I; to provide an introduction to statistical inference and the analysis of data.

Lectures: Mon 10.15, Wed 11.15, Fri 10.15 (all in LT1)
Tutorials (weeks 2-9): 
Tue 2.15 (SR 112, DB 115), 
Wed 9.15 (CM S01, WP 108), 

Wed 10.15 (CM S01, WP 108) 
Check which class you should attend on the VLE course pages.
Summary:

· Review of basic probability, discrete random variables and expectations.
· The (cumulative) distribution function.
· Problem solving and inference using data (an introduction).
· Introduction to continuous distributions.
· The Normal distribution.
· Introduction to the Central Limit Theorem.
· Introduction to sampling distributions and confidence intervals.

Books:  Recommended texts for Statistics I will continue to provide useful support for this course.  You will also require to purchase:

· Lindley and Scott, New Cambridge Statistical Tables (CUP 1995).

Other texts providing useful background are:

· Wild & Seber, Chance Encounters (Wiley, 2000)

· Freund, Mathematical Statistics (6th Ed) (Prentice Hall)  (Slightly more advanced)

Tutorials: Arrangements for the tutorials classes will be similar to those for Statistics I (last term). 
They will run from week 2 until week 8 of the term. The aim of these sessions is to assess and enhance your understanding on the material taught in lectures. 
A set of tutorial problems will be handed out in advance, and solutions will be provided later. At the tutorial sessions you will be expected to have worked on the problems and ask questions. 
Most weeks you will be required to hand in solutions to some tutorial problems. Your work will be marked and returned to you with some feedback. 
Support: I will be available to answer queries on the course (office hours: Mon, Fri 1.30 – 3.00).  You can also drop in at other times if you have problems and (if I’m free) I’ll be happy to assist you.  Alternatively, you may prefer to make an appointment.

Assessment: 2-hour end-of-module examination (90%); one or two assessed assignments (10%).

Learning Outcomes:

On completion of the course students should:

· be able to carry out probabilistic calculations involving simple finite and countable sample spaces; 

· be familiar with properties (mean & variance)  of discrete distributions and be able to use statistical tables to carry out probabilistic computations;
· understand inference as the means of drawing conclusions from observations; be able to use the method of moments to estimate unknown quantities from a random sample;

· understand the concept of a continuous random variable and be able to use its cdf/pdf to calculate probabilities and expectations;
· be familiar with the properties of the uniform, exponential distribution and Normal distributions;
· be able to transform an arbitrary normally distributed variate into a standard normal variate and use tables to calculate associated probabilities;
· be familiar with methods for presenting and summarising continuous data;

· understand the implications of the Central Limit Theorem for sums of i.i.d. random variables and for the distribution of a (large) sample mean;

· be able to construct a CI for the population mean, and ideally understand the relationship between confidence and frequencies of events over repeated sampling;. 

· be able to compute the sample variance as an estimator of the population variance;  

· use the CLT to show approximate normality of binomial distribution know how to derive approximate confidence intervals for an unknown proportion p from a large random sample.
