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Abstract—Biologically inspired strategies have long been adapted to swarm robotic systems, including biased random walks, reaction to chemotactic cues and long-range coordination. In this paper we show the opportunities provided by analysis tools developed for biological systems, such as continuum models, for the efficient quantitative characterization of robot swarms. These tools lead to fast methods for the optimization of robot movement laws to achieve a prescribed collective behavior. We show how to compute performance metrics like coverage and hitting times, and illustrate the accuracy and efficiency of our approach for area coverage and search problems. Both Brownian and Lévy strategies with a characteristic long-range movement are discussed. Comparisons between the continuum model and robotic simulations confirm the quantitative agreement and speed up by a factor of over 100 of our approach. Results confirm and quantify the advantage of Lévy strategies over Brownian motion for search and area coverage problems in swarm robotics.
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I. INTRODUCTION

Swarm robotics can be formally defined as “the study of how a large number of relatively simple physically embodied agents can be designed, such that a desired collective global behaviour emerges from the local interactions among the agents and between the agents and the environment” [44].

Insect societies and bird flocks provide compelling examples of optimal global behaviour patterns emerging from the interaction of simple agents without the intervention of complex reasoning and centralised supervision. In contrast, they demonstrate systems with strong self-organizational and emergent properties that are able to organize their activities and achieve tasks with exceptional robustness. These properties make biologically inspired approaches [10], [16] quite appealing for robot swarms in search and coverage applications, for instance, in rescuing operations in disaster regions [20], foraging for natural resources [23], exploration/mapping [33], environmental monitoring [45], cooperative cleaning [4], and in surveillance scenarios [21].

Multiple robots can spread across an environment in order to sense it from different vantage points and distribute themselves to maximize the rate at which the environment is explored. Since robots do not need to build shared models of their environment, nor globally agreed plans, biologically-inspired robot swarms can be more robust and fault tolerant, and potentially more scalable and more suitable to unknown and dynamic environments than centralised coordination approaches [43].

However, all this flexibility comes at a price. Crucially, the biggest hurdle for applying swarm robotic approaches is the inherent difficulty in engineering the behaviour of each robot to achieve system-level properties [7]. Behavior-based, bottom-up design is the most common approach to develop a swarm robotics system [42]. Control laws for individual robots’ behaviours are implemented and successively improved, usually by relying on soft-computing methods such as multi-robot reinforcement-learning [34] and evolutionary algorithms used in evolutionary robotics [38], [51], until the overall swarm exhibits the desired global behaviour. Simulations are often necessary, as these methods require many iterations to converge and it would be simply unpractical and take an extremely long time to run numerous field tests with many real robots. Although simulations are much faster than real experiments, the results of simulations are not easily generalized [11]. In addition, they usually do not scale well, for the greater the number of robots to be simulated, the longer it takes to obtain results. Consequently, the development of robotic swarms is usually limited to specific scenarios where both tasks and environment are strictly defined. Hence, it is hard to provide and predict the effect of changes either in each robot’s behaviour, or in the number of robots in the overall swarm performance.

We tackle these problems using tools developed for the modelling of biological systems. We start from the movement of the individual robot, including local communication and interactions. As an example, we derive a continuum model for Brownian and Lévy [22] strategies with characteristic long-range movements. This is then used for the efficient quantitative characterization of robot swarms in search and area coverage applications. The resulting continuum models describe the evolution of the probability density of robots in terms of a non-local macroscopic diffusion equation. They not only allow fast computational approaches, but also provide analytical insights into the system-level behaviour of the robot collective [39].
Our results show that area coverage and hitting times can be computed from the macroscopic robot density. The experiments illustrate quantitative agreement for these quantities with individual robot simulations within the statistical margins of error, at a fraction of the computational cost. The results also confirm the advantage of anomalous diffusion strategies. For instance, both analytical and numerical results show a matching exponential increase of the hitting time with the Lévy exponent. Moreover, our numerical implementation provides a fast method to predict the global performance of a swarm robotic system and optimize individual robot movement laws to achieve a desired collective behavior.

This paper shows the insights and methods which can be obtained by adapting ideas from continuum models of interacting particle systems to robotic problems. Detailed models for concrete applications will be pursued elsewhere.

The remainder of the paper is organised as follows: Section II provides an overview of related work. Section III introduces the search strategy, while Section IV states the macroscopic description and how it is used to compute coverage and hitting times. The proof of the macroscopic description is the content of Section V. Section VI describes the robotic simulations and Section VII the numerical approach. These are compared in Section VIII. Section IX summarises our conclusions.

II. RELATED WORK

Simple approaches such as bacterial chemotaxis, phototaxis and run-and-tumble processes have been applied to individual robots [40]. For searching large areas for sparse and randomly located targets, a combination of biased random walk and Lévy strategies has proven to be efficient and robust to changes in the environment, for instance, in the case of underwater multi-robot systems [47].

From a different perspective, in swarm robotic systems Lévy strategies have also proven to be effective and provide a controlled model system to understand biological behavior. These strategies involve long-range movement, mimicking the behavior of T cells [29]. They prove useful for target search problems for sparsely distributed targets. Further examples where bio-inspired search strategies have been applied to robots include [14], [50].

For biological systems like flocks of birds or fish schools, self-organization and pattern formation have motivated the development of mathematical models to reproduce and analyze the collective behavior. An influential mathematical model governing these interacting particle systems was proposed by T. Vicsek et al. [52] in 1995. In this model, particles move with a constant speed and at each time step they align their velocity to the average velocity of the neighboring particles with some random perturbation. Subsequent works like [12] and [13] added realistic refinements to the mathematical description.

In the case of swarm robotic systems, some first macroscopic mathematical models have been studied in [5], [53]. The focus of their work is towards realistic metrics to measure the performance of a swarm robotic system, as a basis for its optimization and control. Only non-interacting Brownian robots are studied as the simplest possible model systems. Our work initiates the modeling of realistic robot movement by macroscopic partial differential equation (PDE) descriptions, as well as the specific performance metrics of coverage and hitting times, as relevant for the design of interactions and movement laws.

III. DESCRIPTION OF THE SEARCH STRATEGY

A swarm robotics system consists of a large number of simple independent robots with local rules, communication and interactions among them and with the environment, where the local interactions may lead to collective behaviour of the swarm. In this work, we use a swarm of e-puck robots [37] in a domain in $\mathbb{R}^2$, which provides a specific model system. More generally, we consider $N$ identical spherical individuals of diameter $d > 0$ in $\mathbb{R}^n$, where $n = 2, 3$. Each individual is characterized by its position $x_i \in \mathbb{R}^n$ and direction $\theta_i \in S = \{ |x_i| = 1 \} \subseteq \mathbb{R}^n$. We assume that each individual moves according to the following rules:

1) Starting at position $x$ at time $t$, an individual runs in direction $\theta$ for a Lévy distributed time $\tau$, called the “run time”.

2) The individuals move according to a velocity jump process with constant forward speed $c$, following a straight line motion interrupted by reorientation.

3) Each time the individual stops it selects a new direction $\theta^*$ according to a distribution $k(x, t, \theta; \theta^*)$ which only depends on $|\theta - \eta|$.

4) When two individuals get close to each other they reflect elastically; the new direction is $\theta' = \theta - 2(\theta \cdot \nu)\nu$, where $\nu = \frac{x_1 - x_2}{|x_1 - x_2|}$ is the normal vector at the point of collision.

5) All reorientations are assumed to be instantaneous.

6) The running probability $\psi$, which is defined as the probability that an individual moving in some fixed direction does not stop until time $\tau$, is taken to be independent on the environment surrounding the individual.

Note that the assumptions correspond to independent individuals with simple capabilities relative to typical tasks for swarm robotic systems. They interact only with their neighbors in a narrow sensing region, and the movement decisions are based on the current positions and velocities, not information from earlier interactions. This assures the scalability to large numbers of robots, while non-local collective movement may emerge from local rules [46].

Related movement laws have been used for target search, for example, in the experiments in [29]. Refined local control laws and the possibility for quantitative experiments with robots open up novel modeling opportunities. In Section VIII we apply our results and present numerical experiments.

IV. MACROSCOPIC DESCRIPTION OF ROBOT COVERAGE

The macroscopic model for the movement of interacting robots described in Section III is given, in the limit, by the following theorem.

\(1\) In probability theory this is also known as survival probability, where the “event” in this case is to stop. Hence “survival” in that context refers to the probability of continuing to move in the same direction for some time $\tau$. 

Theorem 1. As $\varepsilon \to 0$, the macroscopic density $u(x, t)$ satisfy the following fractional diffusion equation:

$$\partial_t u = c_0 \nabla \cdot \left( \frac{1}{F(u)} C_{\alpha} \nabla^{\alpha-1} u \right)$$

where $F(u) = \frac{\alpha - 1}{s_0 |S|} (1 - \nu_1) + \frac{32 \beta_0}{3 |S|^2} u$, $C_{\alpha} = \frac{s_0^{1 - \alpha} c_0^{- \alpha}}{\sin(\pi \alpha) |S|^2} (|S| - 4

The term $F(u)$ comes from the interactions and $C_{\alpha}$ is the diffusion coefficient. The microscopic quantities in (2) and (3) are defined later in Section V, where $\nu_1$ is the first non-zero eigenvalue of the turn angle operator $T$ defined in (8).

To measure the coverage of the domain in the continuum sense, and be able to compare it with the discrete robotic simulations we define the following time averaged coverage function, used later in Section VIII, as

$$\text{Cov}(t) = \frac{1}{t} \int_0^t \int_{\Omega} \min(u(x, s), \bar{\rho}) dx ds \quad \text{where} \quad \bar{\rho} = \frac{1}{|\Omega|}.$$  

The second quantity of interest that we compare with the robots simulations is hitting times. We seek the time $t_0$ at which the density of the solution at the target position $T$ reaches certain threshold $\delta$, i.e.,

$$\delta = \int_T u(x, t_0) dx,$$

where $T$ is the target position. In Section VIII we use an analytic expression for the solution $u$ in $\mathbb{R}^n$ obtained in [27] as well as a numerical solution.

V. MICROSCOPIC DESCRIPTION FOR INDIVIDUAL MOVEMENT

For the $N$-individual system described in Section III, the density $\sigma = \sigma(x_i, t, \theta_i, \tau_i)$ evolves according to a kinetic equation [32]

$$\partial_t \sigma + c \sum_{i=1}^N (\partial_{\tau_i} + \theta_i \cdot \nabla_{x_i}) \sigma = - \sum_{i=1}^N \beta_i \sigma.$$

The stopping frequency $\beta_i$ during a run phase relates to the probability $\psi_i$ that an individual does not stop for a time $\tau_i$. It is given by

$$\psi_i(x_i, \tau_i) = \left( \frac{s_0}{s_0 + \tau_i} \right)^\alpha, \quad \alpha \in (1, 2).$$

This power law behaviour corresponds to the long-tailed distribution of run times described in Assumption 1. in Section III, instead of the Poisson process in classical velocity jump models [41]. As the speed $c$ of the runs is constant, the individuals perform occasional long jumps with a power-law distribution of run lengths. The stopping frequency is given by

$$\beta_i(x_i, \tau_i) = - \frac{\partial_{\tau_i} \psi_i}{\psi_i} = \frac{\varphi_i}{\psi_i}.$$

After stopping, according to Assumption 3. individuals choose a new direction of motion according to the turning kernel $T_i$ given by

$$T_i \phi (\theta_i^*) = \int_{S} k(x_i, t, \theta_i; \theta_i^*) \phi(\theta_i) d\theta_i,$$

where the new direction $\theta_i^*$ is symmetrically distributed with respect to the previous direction $\theta_i$ according to the distribution $k(x_i, t, \theta_i; \theta_i^*) = k(x_i, t, |\theta_i^* - \theta_i|)$ [3].

A. Transport equation for the two-particle density

The description (5) of the $N$-particle problem a priori requires the understanding of collisions among the whole system of particles. In this section, however, we aim for a macroscopic description for low densities, as made precise by the scaling in Section V-B. In this case collisions of more than two individuals may be neglected [8], and we truncate the hierarchy of equations by neglecting collisions of 3 or more individuals and integrate out individuals $3, ..., N$ from $\sigma$. The transport equation which describes the movement of two particles is given by

$$\partial_{\tau_1} \sigma + \partial_{\tau_2} \sigma + \partial_\theta \sigma + c \theta_1 \cdot \nabla_{x_1} \sigma + c \theta_2 \cdot \nabla_{x_2} \sigma = - (\beta_1 + \beta_2) \sigma,$$

where $\sigma = \sigma(x_1, x_2, t, \theta_1, \theta_2, \tau_1, \tau_2)$ is the two-particle density function and where $\sigma(x_1, x_2, \theta_1, \theta_2, \tau_1, \tau_2) = \sigma_0(x_1^0, x_2^0, 0, \theta_1^0, \theta_2^0, \tau_1^0, \tau_2^0)$.

After stopping with rate given by $\beta_1$, particle 1 starts a new run at $\tau_1 = 0$ which is described by

$$\tilde{\sigma}_{\tau_1} = 0 \quad \text{if} \quad \tau_1 = 0,$$

and similarly for $\tilde{\sigma}_{\tau_2} = 0 \quad \text{if} \quad \tau_2 = 0$, where $\tilde{\sigma}_{\tau_1}(x_1, x_2, t, \theta_1, \theta_2, \tau_1) = \int_0^{t} \sigma d\tau_2$.

Integrating (9) with respect to $\tau_1$ and $\tau_2$ and rewriting the terms $\int_0^{t} \beta_1 \tilde{\sigma}_{\tau_1} d\tau_1$ and $\int_0^{t} \beta_2 \tilde{\sigma}_{\tau_2} d\tau_2$ in (10) as in [26] we obtain

$$\partial_t \tilde{\sigma} + c \theta_1 \cdot \nabla_{x_1} \tilde{\sigma} + c \theta_2 \cdot \nabla_{x_2} \tilde{\sigma} = - (\beta_1 + \beta_2) \tilde{\sigma} - (\beta_1 \theta_1 + \beta_2 \theta_2) i_1(x_1, x_2, t, \theta_1, \theta_2)$$

(11)

Here the new density $\tilde{\sigma}(x_1, x_2, t, \theta_1, \theta_2) = \int_0^{t} \sigma d\tau_1 d\tau_2$ and $i_1(x_1, x_2, t, \theta_1, \theta_2, \tau)$

$$= \int_0^{t} \mathcal{B}_1 \tilde{\sigma}(x_1 - c \theta_1 (t - s), x_2 - c \theta_2 (t - s), s, \theta_1, \theta_2) ds,$$  

$$i_2(x_1, x_2, t, \theta_1, \theta_2, \tau)$$

$$= \int_0^{t} \mathcal{B}_2 \tilde{\sigma}(x_1 - c \theta_1 (t - s), x_2 - c \theta_2 (t - s), s, \theta_1, \theta_2) ds.$$

(12)

The operator $\mathcal{B}$ describes the long-range movement of the particles given by the Lévy walk and is defined in terms of its Laplace transform as in [26], where $\mathcal{B}_1 = \mathcal{B}(x_1, t - s)$ and $\mathcal{B}_2 = \mathcal{B}(x_2, t - s)$.  


B. Parabolic scaling

In applications, the mean run time $\tau$ is often small compared with the macroscopic time scale $T$, and we aim to study (11) for $\varepsilon = \tau/T \ll 1$ [3]. We introduce normalized variables $t_n, x_n, \tau_n$, and $c_n$ and a diffusion limit of (11) is obtained under the scaling $(x, t, \tau) \mapsto (x_n, \varepsilon t_n/\tau_n, \varepsilon \tau_n/\varepsilon^n)$, with $c_n = \varepsilon^{-\gamma} c_0$ for $\mu, \gamma > 0$. We further assume that the diameter of each robot is small, $\varrho = \varepsilon^\xi$, while the number of robots $N$ is large so that $(N - 1)\varrho = \varepsilon^{\xi - \eta}$, with $\xi - \eta < 0$.

C. PDE model for interacting robots with Lévy strategies

In the above parabolic scaling, this section obtains a fractional diffusion equation from (11) for the macroscopic density of robots moving according to the model in Section III.

First, from the two-particle density equation (11) we aim to derive a transport equation for the one-particle density function

$$p(x_1, t, \theta_1) = \frac{1}{|S|} \int_0^t \int_0^t \int_S \sigma d\theta_2 dx_2 d\tau_1 d\tau_2.$$  \hfill (13)

This was done in [26] for the case of a system of interacting particles with long-range diffusion and alignment. Here we proceed similarly, so by integrating (11) with respect to the accessible phase space $(x_2, \theta_2) \in \Omega_2 \times S$, where $\Omega_2 = \Omega_2(x_1) = \{ x_2 \in \mathbb{R}^2 : |x_1 - x_2| > \varrho \} = \mathbb{R}^2 \setminus B_\varrho(x_1)$ and introducing the scaling in Section V-B we obtain

$$\varepsilon \partial_t p + \varepsilon^{1-\gamma} c_0 \theta_1 \cdot \nabla p = \varepsilon^{\gamma} \frac{c_0}{|S|} \int_{\partial B_\varrho} \int_S \nu \cdot (\theta_1 - \theta_2) \sigma d\theta_2 dx_2 - (1 - T_1) \int_0^t B_\varepsilon^T(x_1, t - s) p(x_1 - c\theta_1(t - s), s, \theta_1) ds.$$ \hfill (14)

The key step of the derivation is to rewrite the collision term (I) as [26] and to use the molecular chaos assumption for low density of robots [28] given by $\tilde{\sigma}(x_1, x_1 + \varepsilon^\gamma u, t, \theta_1, \theta_2) = p(x_1, t, \theta_1)p(x_1, t, \theta_2) + O(\varepsilon^\xi)$. Finally, for the term (II) we use a quasi-static approximation such that $B_\varepsilon^T(x_1, x_2, \varepsilon^{-1-\gamma} c_0 \theta_1, \nabla) \simeq B_\varepsilon^T(x_1, \varepsilon^{-1-\gamma} c_0 \theta_1, \nabla)$, since $\gamma > 0$.

Multiplying (14) by $\theta_1$ and integrating we obtain the Theorem 1, after choosing the appropriate scaling.

VI. ROBOT SIMULATIONS

A Lévy search strategy was implemented for the e-puck [37] robot, shown in Figure 1, using the Webots [36] 2019a simulator in a arena of dimensions 220cm by 180cm. Each e-puck is a differential wheeled robot with a circular body with a diameter of 7.5cm and 2 wheels of a diameter of 4.1cm. The robots are initially placed at centre of the simulated arena. Specifically, they are placed in a ring and oriented to face away from one another. For experiments of robot population sizes 5,10,15 and 20 the sizes of this ring are 25cm, 30cm, 40cm and 55cm.

To track the coverage of the simulated arena, we discretized the environment by overlaying a virtual grid of $1cm \times 1cm$ cells onto it. Each cell captures the simulation time at which it was reached by any robot (hit time) and therefore the coverage at any one time can be computed by simply counting the number of non-empty cells. Figure 3 shows the simulator’s display tool used to visualize visited cells (in white) and empty cells (in black).

The coverage grid is maintained by a supervisor agent within the simulation, which is able to access the position of all robots at each step of the simulation. The supervisor records these position into the coverage grid. In addition it regularly computes and saves the current coverage value.

The supervisor computes the coverage as follows [17]:

$$\text{Coverage} = \frac{\text{number of explored cells}}{\text{total number of cells}}.$$ \hfill (17)

The controller used by each e-puck robots is shown in Algorithm 1.

The robots alternate on-the-spot turns (with rotational velocity fixed at 0.858 rad/sec) with straight movements (at 6.44
cm/sec) in the direction of target points that are computed using the Lévy distribution relative to their current position. The robots stop and compute a new target point whenever their on-board Infrared (IR) range sensors detect an obstacle (either another robot or the borders of the arena).

The movement of each e-puck is characterized by long distance runs, where the run distance $r$ is generated from a Lévy process [31]
\[
r = \frac{\sin((\mu - 1)\tilde{X}_1)}{\cos(X_1)}\left(\frac{\cos((2 - \mu)\tilde{X}_1)}{X_2}\right)^{\frac{3-\mu}{2}},
\]
and the new positions are computed, for $\theta = \pi X_3$, as
\[
\begin{align*}
ex_{\text{new}} - x_{\text{current}} &= r \cos(\theta), \quad \text{and} \quad y_{\text{new}} - y_{\text{current}} &= r \sin(\theta).
\end{align*}
\]

Here, the parameter $\mu \in (1, 3)$, $X_1 = \frac{1}{\mu}X_1$ is a uniform random variable in the interval $[-\gamma/2, \gamma/2]$, $X_2 = -\ln X_2$ has a unit exponential distribution and $X_1 = X_2 = X_3$ are uniformly distributed random variables in the interval $(0, 1)$. Since we are calculating the new location $(x, y)$ relative to the base of the robot, we can set $x_{\text{current}} = y_{\text{current}} = 0$.

Each experiment is run for $T = 20$ minutes and coverage values are recorded every second. The supervisor agent then resets the robots into their original positions, clears the coverage grid and saves experiment data to a file. These experiments are run in batches so that data for hundreds of different runs can be captured and compared. Experiments were run for different parameters; $N = 5, 10, 15, 20$; and $\mu = 2.1, 2.3, 2.5, 2.7, 2.9$. Note that $\alpha = \mu - 1$ in the rest of the paper.

VII. OPTIMAL CONTROL AND NUMERICAL IMPLEMENTATION

We briefly discuss how to use the continuum descriptions in this paper towards the development of optimal search and targeting strategies for swarm robotic systems. We present an optimal control approach to compute controls and parameters from the continuum model in an efficient manner. Further details on optimal control may be found in [49].

One is often interested in achieving a desired task $G(x, t)$ in an optimal manner. This results in a general optimal control problem given by the following functional $\hat{J}(u, y, G(x, t))$:
\[
\min_{(u, y) \in H \times Y} \hat{J}(u, y, G(x, t)),
\]
such that the equation (1), where $H, Y$ are the Bochner spaces $L^2(0, T; X)$, with $X$ a Banach space. We seek a control $y \in Y$ such that a given cost functional is optimized with respect to the given task $G(x, t)$ and state $u$. Tasks of interest in the case of swarm robotic systems include surveillance, optimal search strategies or optimal strategies for coverage. We illustrate this for a problem of optimal coverage.

The optimal control of the coverage problem is given by a cost functional $J(u, y)$ involving the coverage defined in (4). In its computationally efficient relaxation, related to [5], we seek $(u, y) \in H \times Y$ which minimizes
\[
J(u, y) = \frac{1}{2}\|u(\cdot, T) - U\|_{L^2(\Omega)}^2 + \frac{\lambda}{2}\|y\|_{L^2(0, T; L^2(\Omega))}^2,
\]
where $U$ is the optimal state $\hat{u}(\cdot, T)$, subject to $u(\cdot, T)$ with $\lambda > 0$.

\section*{Algorithm 1: e-puck Lévy Search controller.}

This algorithm outlines the behaviour of the e-puck robots. The robot’s new position is calculated within the \texttt{levyDistribution()} function and calculations required for this are shown in (18).

\begin{algorithm}[H]
\begin{algorithmic}
\Procedure{}{
\State $(x_{\text{new}}, y_{\text{new}}) = \text{levyDistribution}()$
\State distanceToTravel = norm$(x_{\text{new}}, y_{\text{new}})$
\State angle = atan2$(x_{\text{new}}, y_{\text{new}})$
\State rotateRobot(angle)
\While{distanceTraveled < distanceToTravel}
\If{no obstacles are detected}
\State moveForward()
\Else
\State break
\EndIf
\EndWhile
\EndProcedure

end
\end{algorithm}

end
end
subject to equation (1) with constant \( F(u) \) and Neumann boundary conditions:

\[
\partial_t u - c_0 \nabla^{\alpha-1} \cdot (\widetilde{C}_\alpha \nabla u) = y \\
u(x, 0) = u_0 \\
N_\alpha u = 0.
\]

Here \( U \) is the uniform distribution and \( N_\alpha u \) is the nonlocal normal derivative defined in [15]. The relaxed problem is posed in \( X = L^2(\Omega) \), hence \( H = L^2(0, T; L^2(\Omega)) \), and \( Y \) is the set of admissible control inputs such that

\[
Y = \{ y \in L^2(0, T; L^2(\Omega)) : y_{\text{min}}(x, t) \leq y(x, t) \leq y_{\text{max}}(x, t) \quad \forall t \in (0, T), \forall x \in \Omega \}.
\]

The upper and lower bounds \( y_{\text{min}}, y_{\text{max}} \) of the control are given by the physical parameters of the experiments.

The adjoint equation of state for the equation (21) with respect to the functional \( J \) is given by:

\[
-\partial_t w - c_0 \nabla^{\alpha-1} \cdot (\widetilde{C}_\alpha \nabla w) = 0, \\
w(T) = u(\cdot, T) - U, \\
N_\alpha w = 0.
\]

Numerical simulations of (21) are based on a finite element simulation. The initial condition for the continuum model (1) reads as follows:

The weak formulation of the adjoint problem is similar and related to the piecewise linear basis functions \( u \) of \( H_h \) defined by \( M_{ij} = \langle \phi_i, \phi_j \rangle \), \( A_{ij} = \langle \nabla^{\alpha-1} \phi_i, \nabla \phi_j \rangle \), and \( b^a \) is the Galerkin projection of \( y \) onto \( W_h(0, T) \) at time step \( h \).

The weak formulation of the adjoint problem is similar and reads as follows:

\[
\int_0^T -\partial_t w(v) - \langle c_0 \widetilde{C}_\alpha \nabla w, \nabla^{\alpha-1} v \rangle dt = \langle w(T), v(T) \rangle.
\]

It is discretised in the same way as the forward problem.

VIII. COMPARISON BETWEEN MACROSCOPIC MODEL AND INDIVIDUAL ROBOT SIMULATIONS

For the numerical experiments we consider a robotics arena given by \( \Omega = [-0.9, 0.9] \times [-1.1, 1.1] \) to match the webots simulation. The initial condition for the continuum model (1) is \( u_0(x) = \max \left( 0, 1.2 \exp \frac{-4N|x|^2}{0.07^2} - 0.2 \right) \). It approximates the initial condition for the individual e-puck simulations described in Section VI.

From the physical characteristics of the robots described in Section VI, we obtain the scaling parameters, \( \varepsilon = 0.005 \), \( c_0 = 3 \), \( \gamma = 1/2 \), \( c_0 = 3 \cdot 0.005^\gamma \), in Section V-B.

Figure 5 compares PDE and webots individual agent simulations for different numbers of robots, \( N = 5, 10, 15, 20 \) for a Lévy exponent \( \alpha = 1.3 \). The coverage increases with time and \( N \), and the average of the webots simulations agrees closely with the PDE solution. Figure 6 similarly compares the coverage as a function of \( \alpha \), with \( N = 20 \), and finds close agreement between the PDE simulations and the average of webots simulations. We note that coverage increases with decreasing \( \alpha \), showing the advantage of long-range Lévy strategies.

In all cases, as the number of robots \( N \) increases we observe an increase in coverage efficiency as well as a decrease in the variation of the individual runs. In the transient regime far from full coverage, the variations are significantly larger for the longer-ranged Lévy strategies.

Figure 7 compares the average time to reach a coverage of 50% for various values of \( \alpha \) for \( N = 20 \) robots. Note that the average time increases when \( \alpha \) increases. The macroscopic simulation falls within one standard deviation from the webots individual agent simulations, justifying the statistical significance of the results.

In Figure 8 we compare the coverage of the webots simulations with \( N = 20 \) against the continuous model for different values of \( \alpha \) at the final time \( T = 1200s \). Note that the continuous model falls within one standard deviation from the individual robot simulation and exhibits a decreasing trend of coverage as a function of \( \alpha \).

Figure 9 illustrates the hitting time efficiency for different values of \( \alpha \) at \( T = 1200s \) for \( N = 5 \) robots based on the individual particle simulations. We note that as the value of \( \alpha \) increases the hitting time of each tile increases. In particular,
for values of $\alpha$ close to 2, a significant part of the arena remains to be covered, as shown in black. As the value of $\alpha$ approaches 1 large expected hitting times (in yellow) are only observed close to the boundary of the domain. This again underlines the advantage of long-range Lévy strategies for efficient coverage.

Figure 10 shows the increase in the average hitting time for different values of $\alpha$ for two fixed tiles sized $10 \times 10$ cm in the arena, centered at $(-0.55,0.55)$, respectively $(0.55,0.45)$ as highlighted in Figure 4. Curves for tile 1 and tile 2 are generated from average of 70 runs for each value of $\alpha$. The webots simulations are compared to the macroscopic model as well as the analytic approximation of the hitting times given by the following explicit formula obtained in [27]:

$$t_0 \simeq \frac{\delta \pi}{2^\alpha \hat{C}_\alpha \text{vol}(T) \sum_i |x_0 - x_i|^{-\alpha - 2}}.$$  \hfill (26)

Here $x_0$ is the centre of the target $T$, $x_i$ corresponds to the initial positions of the robots and $\hat{C}_\alpha = \hat{\Xi}_\alpha C_\alpha$ from Appendix A. The target $T$ is considered to be covered when the solution reaches a prescribed threshold $\delta \in (0, 1)$. Note that the analytic approximation closely matches both the macroscopic and the individual agent simulations.

The favorable long-range behaviour of Lévy over Brownian strategies is shown by the increase in coverage for smaller values of $\alpha$. This is illustrated by the clear quantitative agreement of macroscopic modelling and webots individual particle simulations which falls within one standard deviation of the statistical uncertainty.

In all simulations, the macroscopic modelling is faster and more efficient by orders of magnitude, at least 100, and the numerical results confirm the proposed definitions of coverage and hitting times. The efficient computation of these quantities is crucial for real-time optimization of robot movement strategies.

We note that statistical deviations are larger for small number of robots, where also larger finite size effects are expected to play a role for the macroscopic models as can be seen in Figure 5. During intermediate times, statistical deviations are observed to be larger for small Lévy parameters $\alpha$. On the other hand, statistical certainty increases for longer
Figure 8. Comparison of coverage efficiency as a function of $\alpha$ for $N = 20$ robots at $T = 1200$ s.

Figure 9. Expected hitting times taken from the webots simulation at $T = 1200$ s for $N = 5$ and different $\alpha$. Yellow colour corresponds to higher hitting times, blue corresponds to lower hitting times.

Figure 10. Hitting times with $N = 5$ robots for two tiles in the domain centered at $(-0.55, 0.55)$ and $(0.55, 0.45)$, compared to the analytic solution in (26).

times for values near full coverage. This is illustrated in Figure 8 for which the error bars are largest for intermediate values of $\alpha$.

IX. CONCLUSIONS

In this paper we show the opportunities provided by analysis tools developed for biological systems, like macroscopic modelling, for the assessment and design of swarm robotic systems. We illustrate our approach on automated search and area coverage applications. Starting from the behaviour of the individual robot, these tools allow the fast quantitative prediction of system-level properties and thereby provide a way towards the optimal engineering of a system for a given task, including qualitative analytical methods.

From the movement and interaction strategies of the individual robots we derive an effective diffusion equation for the density of robots on macroscopic length and time scales. We do so for a large class of Lévy strategies with characteristic long-range movement and compare it to regular diffusive strategies. The effective description allows the fast and accurate computation of quantities of robotic interest: We show that coverage and expected hitting times agree with the results of standard individual robot simulations within the statistical error margins of the latter, at less than 1% of the computational cost. We confirm that Lévy strategies outperform regular diffusion. The results underline the exponential increase of the hitting time with the Lévy exponent, for constant robot speed, with matching analytical and numerical results.

For a given metric to be optimized in a specific problem, we formulate a control problem to compute the optimal parameters for the macroscopic equation, which translate into a strategy for the individual robots. Our macroscopic approach provides a way to overcome the computational limitations of particle simulations in the design of swarm robotic systems. Work in [5], [7] has started to investigate metrics relevant to robotics applications. Also direct approaches to the control of the interacting particle system are a topic of current interest [6].
Macroscopic models by partial differential equations have become a standard modelling tool in biological contexts [9], [19]. Future work aims to adapt the available tool box towards other swarm robotics applications, including pheromone cues, long-range coordination [26], strategies for complex domains, such as exploration of unknown and hazardous environments [25], and validation with real robot systems.

APPENDIX A

DEFINITIONS OF FRACTIONAL OPERATORS

We recall some basic definitions concerning fractional differential operators, as well as their relation to the turning operator $T$.

**Definition A.1.** For $s \in (0,2)$ and $f \in C^2(\mathbb{R}^n)$ define the fractional gradient of $f$ as

$$\nabla^s f(x) = \frac{1}{|S|} \int_{S} \theta D_s^\theta f(x)d\theta = \frac{1}{|S|} \int_{S} \theta (\nabla \cdot \nabla^s)f(x)d\theta,$$

where $D_s^\theta = (\theta \cdot \nabla)^s$ is the fractional directional derivative of order $s$. The fractional Laplacian of $f$ is given by

$$D^s f(x) = \frac{1}{|S|} \int_{S} D_s^\theta f(x)d\theta.$$

$D^s$ is associated to $(-\Delta)^{\alpha/2}$ as follows,

$$D^s f(x) = \Xi_\alpha (-\Delta)^{\alpha/2}\theta,$$

where, in two dimensions, for $1 < \alpha < 2$,

$$\Xi_\alpha = -2\pi \cos\left(\frac{\pi \alpha}{2}\right) \frac{\Gamma\left(\alpha+\frac{1}{2}\right)}{\Gamma\left(\alpha+\frac{3}{2}\right)}.$$

See [35] for further information.
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