ABSTRACT
Navigation when running is exploratory, characterised by both starting and ending in the same location, and iteratively foraging the environment to find areas with the most suitable running conditions. Runners do not wish to be explicitly directed, or refer to navigation aids that cause them to stop running, such as maps. Such undirected navigation is also common in other ‘on-foot’ scenarios, but how to support it is under-investigated. We contribute a novel method that uses crowd-sourced venue databases to rate a geographical area on its suitability to run in using linear regression. Our regression model is able to accurately predict the suitability of an area to run in (Pearson \( r = 0.74 \)) with a low mean error (\( \text{RMSE} = 1.0 \)). We outline how our method can support runners, and can be applied to other undirected navigation scenarios.
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INTRODUCTION
Running is an increasingly popular fitness activity, receiving significant attention from the HCI community [5]. However, how runners navigate the environment, and how this can be supported, has received little attention. This is surprising given recent interest in supporting ‘on-foot’ pedestrian navigation. Such navigation is much more diverse [1] than the turn-by-turn approach adapted from car GPS systems, which are often seen as constraining and dictatorial by pedestrians [6]. This has lead to the development of novel techniques that move from explicitly routing users, usually by providing feedback to indicate the bearing and distance towards a known destination [6, 10], or helping them find a longer, but more scenic route [8] to their destination. These approaches have been extended [7, 9] to provide an awareness of multiple points of interest around a user, which can be explicitly or implicitly selected and navigated towards. More recently, work such as Komninos et al. [3] has investigated a virtual auditory ‘tether’ to a turn-by-turn route, allowing users to wander from the route but retain awareness, and re-join at a later point.

However, if the user’s objective cannot be expressed as a geographical location, or the user does not wish to define one, or the destination is also the start location, existing A to B solutions fail. For example, a traveller may wish to ‘wander’ around their hotel. They might not have, or wish to have, a clear location to reach, but would like to see interesting things, rather than wandering through an industrial estate. Such A to A navigation scenarios are common in a variety of ‘on-foot’ navigation [1], but supporting them has not yet been investigated.

KEY CONTRIBUTIONS
In this paper, we focus on how to support this undirected navigation for runners. To our knowledge our work is the first to...
support this and makes the following key contributions: 1) A novel method that uses machine learning to rate geographical areas according to their suitability for a particular activity. 2) The results of applying our method to running, showing high accuracy and goodness of fit.

RUNNING NAVIGATION
McGookin & Brewster [4] carried out detailed questionnaires and interviews with runners on how they planned and executed their runs. They found runners often don’t pre-plan or carry navigational aids such as maps, even when in new or unfamiliar locations, and do not follow explicit routes. Not doing these being seen as a key motivation for running: freedom. Similarly, pre-planning routes violated the freedom to dynamically change and alter running as the run progresses (e.g. if the runner felt he or she wanted to run farther or shorter distances). The act of running was seen as the primary ‘task’, with where it took place as being largely irrelevant.

However, where runners ran had significant impact on the enjoyment and quality of their run. If the environment contained features requiring runners to compromise their running, for example slowing down to safely cross busy road junctions or navigate through crowds of people, runners sought to find a better environment that would enhance their running experience, such as a park or other quieter areas. Such changes were done in an ad-hoc manner whilst running. Running navigation is, therefore, an iterative environmental ‘foraging’ exercise, with runners constantly seeking to maximise running time in ‘good’ areas whilst minimising time in ‘bad’. When running in familiar locations runners have a good cognitive map of the area, and can make good ‘on the fly’ decisions. GPS running watches were commonly used post run to contribute to this. En-route, these were only used to monitor pace and time. However, when running in unfamiliar places, no such cognitive map is available. Runners will run only if they can immediately see a good location, using this as a starting point to engage in the ‘foraging’ previously described. If such a location cannot be viewed, many would not run at all.

Such techniques are very different to those used when trying to reach a known destination. Effective solutions must enhance the foraging activity runners exploit, supporting awareness of nearby good and bad areas he or she might be unaware of. However, is it possible to determine the suitability of areas around the user for running, and if so how?

STUDY DESIGN
To address these issues, we carried out a novel machine learning study to identify a regressor that could be run over a given geographic area to derive a measure of the suitability of that area for running. Regressors take a data vector that describes relevant conditions of the phenomenon we want to predict (in our case geographic features) and a response variable (in our case a ‘suitable to run’ score). The regressor is then trained to predict the response variable from the data vector. We can then use this as a model to predict the suitability for running in any area where we can derive a data vector.

Area Features
To build such a regressor, a data vector must first be derived for each geographical area, and then rate each based on the area’s suitability to run in, or not. Based on McGookin & Brewster [4], we identified a total of 84 geographic locations from 3 UK cities in five categories (see Figure 2) that were indicated to influence the suitability of an area to run in. At each location a photograph was taken. We ensured each was representative of its location, and were as similar in style as possible, representing the area from the perspective a runner might encounter it. All were taken over one week, on weekdays only between 11am-5pm. Whilst we could have used Google Street View images (e.g. like [8]), these are taken from a driving perspective (e.g. in the middle of the road in traffic) and do not include many of the (non-drivable) parks or paths indicated as good running locations [4]. When rating the images (see later), we wanted to simulate as closely as possible the view a runner would have.

Deriving the Data Vector
Given that runners describe good and bad running locations in terms of the types of places and features of the environment [4], we considered that the increasing number of crowd-sourced venue databases may provide suitable data. We could have used data from run logging apps (e.g. runkeeper1) which allow runs tagged as public to be download via an API. However, only a small minority, around 10% of runs, are marked as public and accessible2. This provides good coverage of popular areas (good places), but allows us to say little of other areas. Are they undesirable for running, or just not used by many runners? We selected Foursquare3, Google Places4 and OpenStreetMap5, as these are three of the most popular services and the database of each has a slightly different focus. Foursquare can have venues added by any user, which can lead to duplication or “made up” places [2]. Google focuses on verifying business owners add information - emphasising

1www.runkeeper.com
2http://tmblr.co/ZTD7ps17-J-ZY, accessed 5 Feb 2015
3www.foursquare.com
4https://www.google.com/business/
5www.openstreetmap.org

Figure 2. Examples of images used in the study. From Left: A pedestrianised area, a shopping street, a park, a residential area and an industrial area.
We generated an on-line questionnaire on SurveyMonkey for running. To be meaningful, this must be done by runners. Represented areas (e.g. schools) must be manually rated as to their suitability (for example, Restaurant, Shop, Primary Road, etc.) and their frequency within a 150m radius circle centred on the image geo-coordinates. We used the venue types defined by each of the services we used. All three services use a hierarchical model to describe the type of a venue (e.g. a store can be further broken down into a convenience store, clothes store, etc.), and as such we can consider venues at different levels of detail. Both OpenStreetMap and Google Places have two levels of this type classification. For both we decided to use the most detailed level. Thus in OpenStreetMap, primary ‘main’ highways were considered as different venue categories than country tracks, rather than being combined in the higher level ‘highway’ category, as we felt these would be considered differently in terms of traffic volume and thus potential suitability to run in. Foursquare has a much deeper and more detailed hierarchy, and we could not select a single level as with OpenStreetMap and Google Places. The hierarchy was unbalanced, with each level sometimes being too detailed (e.g. ‘Bangladeshi Restaurant’ would be separate from ‘Bengali Restaurant’) for our goals, or were too general (e.g. ‘school’ would combine ‘flight school’, ‘circus school’ and ‘elementary school’). As such, each venue instance was added to each of the foursquare venue categories it appeared in (e.g. adding an elementary school to both the ‘school’ and ‘elementary school’ category). The three data vectors derived from each service (Foursquare, Google Places and OpenStreetMap) were combined into a single data vector for each of the 84 images (see Figure 1).

Subjective Ratings of Suitability

To train the regressors, each of the data vectors (and their represented areas) must be manually rated as to their suitability for running. To be meaningful, this must be done by runners. We generated an on-line questionnaire on SurveyMonkey\(^6\). Participants provided brief details of their running (runs per week, distance and whether they ran with others or alone), before rating a subset of 28 images (out of our total set of 84) in a random order. Based on the findings of McGookin & Brewster [4], participants rated each image on a 7-point Likert scale: how suitable the area was to run in, as well as its pleasantness, ease of navigation and safety. Participants were instructed to base their rating solely on the image shown. Such image rating would, therefore, be similar to the quick visual judgement runners would have to make when running. The questionnaire was distributed to running clubs and online running forums based in the U.K. Completed responses were entered into a draw for a £50 running shop voucher.

Data Collection and Regression Analysis

242 runners (139 male) completed the questionnaire, leading to 5,327 image ratings. Figure 3 shows the distribution of ratings over all images for each of the four attributes. High consistency was found between the ratings for individual images (Chronbach α = 0.9). Therefore, we can consider the images, questions and scales used to rate them are appropriate.

To determine if we could predict the ‘suitability to run’ response variable from the vector, we applied three regressors from the Weka machine learning toolkit\(^7\): Multivariable Linear Regression (MLR) and the two decision trees (M5P and M5Rules) [11]. Each was run with 10-fold cross validation. Here the 5,327 responses are randomly split into 10 groups. The regressor repeatedly builds a model using 9 groups as training data, evaluating this by predicting the response variable for the 10th group. This means the regressor is not tested on the same data it was trained on. The goodness of fit of the model to predict the response variable is calculated as an average across all iterations, and taken as the overall accuracy of the regressor to predict the response variable. Such validation is a ‘gold standard’ in Machine Learning [11].

All three regressors produced accurate models for ‘suitable to run’, with no significant variation between them (see Table 1). All provided strong Pearson correlation coefficients (r) between the regressor’s predicted score and the rating provided by runners. The Root Mean Square Error (RMSE) showed the mean error between subjective and predicted values was on average 1 point on our 7-point Likert rating (e.g. an area with a ‘suitability to run’ of 1 rated by runners, predicted as 2 based on the model). Runners are largely concerned with the binary difference between ‘good’ and ‘bad’ areas [4], so an error of 1 Likert point is adequate to support this.

Inspecting the generated M5Rules (this has a lower RMSE) model allows one to see which features are indicative of good and bad areas. Areas with large concentrations of shops -

---

\(^6\)www.surveymonkey.com

\(^7\)http://www.cs.waikato.ac.nz/ml/weka/

![Figure 3. Distribution of Likert ratings for each of the four scales.](image-url)
indicate of busy retail areas - were strongly negatively corre-
related with the ‘suitable to run’ response variable. As were
establishments indicative of industrial areas, such as car deal-
ershops. Outdoor establishments - such as universities, and
art galleries with outdoor space, parks, as well as cycleways,
footpaths and tertiary (minor) roads - had a strong positive
contribution. Residential areas - with few dedicated pedes-
trian crossings - were also rated highly.

Personalising the Model

The Coefficient of Determination ($R^2$) shows the regressors
can account for around 50% of the variation between the re-
response variable and its predicted value. Much of this is likely
due to individual differences between raters. This indicates
we can “build out” at least some of the variation by tailoring the
model to each user. To test this, we re-ran the m5Rules re-
gressor including the responses on running habits each runner
provided when rating the images (gender, times running per
week, distance run and whether they run with others or alone)
as part of the data vector. Including these showed a slight in-
crease in the correlation coefficient (see Table 1). Although this is a post-hoc consideration, and our running habits ques-
tions were not intended to be used in this way, it indicates
personalisation as a fruitful avenue for future investigation.

Inferring Suitability to Run

To apply our method, images must be manually rated by do-
main experts. In this case runners. However, it may be diffi-
cult to find enough experts to do this, and in any case rating is
time consuming (our image ratings took two months to com-
plete). As well as rating the ‘suitability to run’ of an area, partic-
ipants also rated each image on three other attributes (pleasantness, navigability and safety) discussed as contribut-
ging to suitability [4]. These are simpler, and potentially do not require domain experts. These sub-ratings had a medium to
strongly positive correlation with each other and ‘suitability to run’ (Spearman’s Rho between 0.52 and 0.81, p<0.05). To
determine if we could predict ‘suitability to run’ from them, we
applied the M5Rules regressor again, but used the three
sub-ratings as the data vector with ‘suitability to run’ as the
response variable. Validated with 10-fold cross validation, an
accurate model with good fit (Pearson r=0.86) and low error
($RMSE=0.99$ on our 7-point Likert scale) was determined.

This raises the possibility that we can define a weighting func-
tion over a set of “atomic” navigability characteristics. Im-
ages could be rated without the need for domain knowledge
(e.g. via Amazon Mechanical Turk), with these used to build
the regressor models. Domain experts would then only need
to provide the weighting of these “atomic” attributes. This
would require us to uncover the full set of “atomic” navigabili-
ty attributes. The three we used work for running, but there
are likely others more relevant to other undirected navigation
scenarios. However, it would allow models to be built from
much larger data sets and significantly cut down the amount
of work needed to apply our method to new scenarios.

Service Influence

In applying machine learning, there is a real world cost as-
associated with collecting each attribute of the data vector (e.g.

<table>
<thead>
<tr>
<th>Service</th>
<th>$r$</th>
<th>$R^2$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSM</td>
<td>0.709</td>
<td>0.50</td>
<td>1.31</td>
</tr>
<tr>
<td>FQ</td>
<td>0.702</td>
<td>0.50</td>
<td>1.33</td>
</tr>
<tr>
<td>GOOG</td>
<td>0.709</td>
<td>0.50</td>
<td>1.31</td>
</tr>
<tr>
<td>ALL</td>
<td>0.710</td>
<td>0.50</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 2. M5Rules results based on groups of features Foursquare (FQ),
Google Places (GOOG) and Open Street Map (OSM).

each value may derive from a different sensor that consumes
power on a mobile device). In our case the cost is not in the
number of attributes, but rather the number of services they
are derived from. Each of the three services we used requires
a separate network request. Each request has a greater over-
head than the few bytes we download. As we do not know
where users will run, we cannot pre-cache data, and we also
need to download new data as the runner runs. Therefore
minimising this overhead is desirable.

To determine the individual impact of services, we split the
combined data vector back into a Foursquare, Google and
OpenStreetMap part and re-ran the regressors on each. Table
2 shows results for the M5Rules regressor on these split vec-
tors. Interestingly, this resulted in no reduction in accuracy,
with the regressors producing models with the same accuracy
and goodness of fit using individual services as they could
with the combined vector of all three. This indicates suffi-
cient level of overlap in the coverage of features across these
services to accurately model the area. Adding additional ser-
dices (e.g. Yelp (www.yelp.com)) is likely to add further cost,
without improving performance. However, we could also use
this to increase the robustness of a real world system. If one
service goes down we can switch to a model derived from
another.

CURRENT LIMITATIONS

Our work shows that venue databases can be used to predict
the suitability of an area for a particular activity (running). We
chose images across three different cities in the U.K., and
our regressor was able to determine the scores of images from
one city using the results of another to high accuracy. This
gives confidence that our results are generalisable to at least
U.K. cities. However, we do not currently know if the geo-
ographical predictors that were identified as important in the
U.K. will also apply to different countries.

The suitability of an area to run through may also change over
the day. We took each photograph at around the same time of
day on a weekday. However, a pedestrian shopping area may
be a bad place to run on a busy shopping day, but become a
good area once the shops are closed. Similarly, a quiet area
during the day may become an area where users feel less safe
after dark. How to incorporate these temporal aspects into the
model is an interesting research challenge. It is, for example,
unrealistic to take images for all times and days, as there are
not enough users available to rate these images.

FUTURE WORK

Such issues, although important, are beyond the scope of our
study here. To answer them, we are planning long-term field
studies with runners, using smart-watches presenting novel
visualisations of the area around the user (see Figure 4),
driven by our model, that allow quick glanceable understanding to support foraging behaviour. For example, thresholding the 7-point area score in three bands (good, bad and neutral) to present a heat map of suitable running locations around the runner’s current location. Such visualisations will provide the runner with glanceable information that supports, rather than tries to replace the exploratory nature of running. Through both data logging and audio memos (generated by tapping the watch screen), we will be able to collect data to determine how both our model applies to different countries and to temporal aspects. Through doing so, we will be able to tailor our model to better fit and predict running suitability.

CONCLUSIONS
Our results show it is possible to build an accurate regression model, using existing pervasive crowd-sourced media, to predict the suitability of a geographical area to support a particular activity (running). Our model validated with a Pearson coefficient of 0.74, and with a low RMSE of 1 on the 7-point Likert rating scales we used. This model is therefore more than robust enough to determine the binary (good/bad) determination of an area that runners make when running [4].

Our work is the first to consider how we might support navigation through the environment when the user does not have, or wish to have, a defined destination, and therefore cannot be routed towards it. Although we have looked specifically at running, there are a significant number of similar navigation scenarios where it is the journey that is more important than a destination. The novel method that we have used here could be employed to support these activities as well. We hope our work will support and encourage further investigation into supporting the full range of ‘on-foot’ exploratory navigation humans engage in.
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