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We develop a discrete model of malignant invasion using a thermodynamic argument. An
extension of the Potts model is used to simulate a population of malignant cells experiencing
interactions due to both homotypic and heterotypic adhesion while also secreting proteolytic
enzymes and experiencing a haptotactic gradient. In this way we investigate the influence of
changes in cell–cell adhesion on the invasion process. We demonstrate that the morphology
of the invading front is influenced by changes in the adhesiveness parameters, and detail how
the invasiveness of the tumour is related to adhesion. We show that cell–cell adhesion has less
of an influence on invasion compared with cell–medium adhesion, and that increases in both
proteolytic enzyme secretion rate and the coefficient of haptotaxis act in synergy to promote
invasion. We extend the simulation by including proliferation, and, following experimental
evidence, develop an algorithm for cell division in which the mitotic rate is explicitly related
to changes in the relative magnitudes of homotypic and heterotypic adhesiveness. We show
that although an increased proliferation rate usually results in an increased depth of invasion
into the extracellular matrix, it does not invariably do so, and may, indeed, cause invasiveness
to be reduced.

r 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction

The characteristics of a differentiated cell are
normally tightly controlled by a variety of
genetic, local and hormonal controls. When this
control is lost and a cell begins to divide
excessively, break contact with its neighbours,
break down its surrounding extracellular matrix
and migrate into the extracellular medium, the
host is at risk of developing a malignant tumour.
Such tumours are aggressive, have a high
metabolic rate, can be hormonally active, and
are able to invade surrounding healthy tissue
and spread elsewhere in the bodyFa process
known as metastasis. In Fig. 1, we show a
histological slide of an invading tumour: the
0022-5193/02/$35.00/0
malignant cells at the top of the image are more
densely packed than the regions of surrounding
tissue. In addition, a finger of cells from the main
tumour mass has broken through the basement
membrane and has begun to invade the sur-
rounding stroma. Should these cells continue to
invade in this way and in addition evade
destruction by the immune system, they may
enter the host’s bloodstream or lymphatics,
extravasate at a distant site, and establish
secondary colonies with devastating conse-
quences for the wellbeing of the host and the
likelihood of therapeutic intervention being
successful.
Invasive cells are less adhesive, more highly

mobile, more metabolically active, and more
r 2002 Elsevier Science Ltd. All rights reserved.



Fig. 1. A high-power photomicrograph from a micro-
invasive tumour of the cervix, with a finger of invading cells
protruding through the basement membrane at the bottom
left of the image. (courtesy of Michigan State University
College of Human Medicine (http://www.echt.chm.msu.
edu/index.htm)).
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highly mitotic than normal cells. The series of
changes leading a normal cell to become
malignant and invasive are related to each other,
and possibly occur in a stepwise manner, with
each mutation following the next (Stetler-
Stevenson et al., 1993). These mutations affect
the cell’s adhesiveness, its ability to secrete
matrix degrading enzymes, and its capacity for
uncontrolled proliferation.
Unmutated cells express receptors on their

surfaces involved in adhesion to both other cells
and the extracellular matrix: the integrins,
cadherins, Ig superfamily and CD44 are all
involved (Stetler-Stevenson et al., 1993). Follow-
ing a pro-invasive mutation, cell–cell adhesion
will be reduced, but cell–medium adhesion
will be increased (Huang & Ingber, 1999). The
relative increase in the expression of cell surface
receptors involved in cell–medium adhesion (in
particular the) avb3 integrins) causes increased
binding of the appropriate ECM ligands.
Through subsequent intracellular mediated cas-
cades, this binding may stimulate the secretion of
ECM degrading enzymes (Seftor et al., 1992),
which is one of the next steps in the progression
towards the invasive phenotype. In addition, it
has been argued (Huang & Ingber, 1999) that
this binding is also implicated in promoting
mitosis through a similar mechanism.
The secretion of proteolytic enzymes by the

mutated cells is essential for the invasion of the
extracellular matrix for two reasons: the dissolu-
tion of the ECM provides a space into which the
cells can move, and it also provides gradients in
both diffusible and fixed ECM proteins which
the cells can use to direct themselves (Murphy &
Gavrilovic, 1999). The matrix metalloprotei-
nases (MMPs) are the most important group
of ECM degrading enzymes (Stetler-Stevenson
et al., 1993). Experimental work has suggested
that it is not actually the malignant cells which
secrete the enzymes, but stromal fibroblasts
adjacent to the tumour surface, which do so
following stimulation by collagenase stimulatory
factor secreted by the mutated cells (Nabeshima
et al., 1991). In addition, the activity of the
enzymes is kept in check by the activity of
opposing anti-proteases secreted by nearby
healthy tissue: in particular, the tissue inhibitors
of metalloproteinases (TIMPs) (Testa, 1992).
Both of these findings would explain as to why
the activity of the proteolytic enzymes occurs
almost exclusively in a narrow region of space
adjacent to the tumour surface.
In addition to altered adhesiveness and the

capacity to secrete proteolytic enzymes, invasive
cells also exhibit changes in their motility. This
can be classified into both random movement
(chemokinesis) and directed movement along
gradients of either diffusible materials (chemo-
taxis) or fixed substrates (haptotaxis). Due to the
dissolution of the extracellular matrix and the
movement of the cells into it, the cells find
themselves in a less dense milieu compared with
the interior of the solid tumour. Correspond-
ingly, their random movement is increased. In
addition, the reduction or abscence of cell–cell
contacts by invasive cells may be an independent
factor in increasing random movement through
a reduction in contact inhibition (Jones &
Walker, 1997). It has been demonstrated that
the microscopic processes involved in chemo-
taxis and haptotaxis are independent of each
other (Aznavoorian et al., 1990). However, the
two processes are microscopically similar: the
extra binding of ECM material (whether fixed or
diffusible) on one side of a cell compared to the
other causes the cell to extend a pseudopod in
the direction of increased density and increase
the number of bonds in that direction, in
conjunction with a reduction in the number of
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bonds on the opposite side (Condeelis et al.,
1992). Through coordinated contraction of the
cytoskeleton, the cell then pulls itself up the
ECM gradient.
Hence, the invasive phenotype corresponds to

alterations in adhesiveness, enzyme secretion
rate, motility, and mitotic rate, and these
processes are all intimately linked. Our indepen-
dent understanding of each of these microscopic
phenomena is not matched, however, by a
detailed understanding of their relative effects.
Mathematical modelling provides a means by
which we may quantify the various phenomena
involved in the invasion process, and investigate
their interactions with relative ease compared
with conventional ‘‘benchtop’’ experimentation.
By using experimental results for the various
microscopic quantities involved, we may build
up models which reveal the relationships be-
tween cellular and biochemical parameters and
macroscopic phenomena.
Previous modelling techniques for the invasion

process have included using sets of coupled
reaction–diffusion equations for the cells and
important groups of extracellular proteins and
nutrients (Anderson et al., 2000; Chaplain, 1995;
Orme & Chaplain, 1997; Perumpanani et al.,
1996). The inclusion of adhesion has proven
problematic in this type of model, however,
although there have been some attempts. (Byrne
& Chaplain, 1996; Byrne, 1997). In addition, the
reaction–diffusion approach makes the inclusion
of the stochastic behaviour of individual cells
difficult to treat. In the study of the invasion
process, the explicit inclusion of the behaviour of
individual cells is of some importance as second-
ary tumours can evolve following the breaking
free of even a single cell from the primary tumour.
In this study, we approach the modelling of

invasion in a manner which has a realistic
treatment of adhesion at its core. The extended
Potts model (Graner & Glazier, 1992) which we
use here is similar to previous work in the
modelling of benign avascular tumour growth
(Stott et al., 1999; Drasdo et al., 1995), but is in
this case developed further for application to
malignant invasion. The simulation models an
individual cell as occupying a defined region of a
square lattice, and then employs a stochastic
energy minimization technique to display the
evolution of the cell mass over time. By biasing
the capacity of the cells to interact with their
neighbours, the extracellular medium, and gra-
dients of extracellular protein concentrations, an
accurate representation of the invasion process
can be developed.
In the following section, we describe in detail

the mathematical and computational under-
pinnings of the model, and go on to present
results which make clear the interrelationships
between the various parameters which quantify
different properties of the invasive phenotype.
We show that changes in cell–cell and cell–
medium adhesion strength can have a major
influence on the morphology of the invading
front of cells. In addition, we quantify the
invasiveness of the tumour in terms of the
maximum depth of invasion after a given time,
and go on to show the close relationship between
this and the adhesion parameters as well as other
parameters in the model. In Section 4, we extend
the model to include proliferation, and, based
on experimental evidence (Huang & Ingber,
1999), we develop a term for the mitotic rate
which explicitly relates this rate to changes in
adhesiveness.
The model of the invasion process which we

develop not only allows the important stochastic
aspect of individual cell behaviour to be taken
into account; it also allows the close relationship
between changes in cell adhesion and the
aggressiveness of a tumour’s invasive potential
to be made explicit.

2. The Model

We model a collection of biological cells by
attaching to each lattice point (i; j) of a square
lattice a label sij : Adjacent lattice sites with the
same value sij are defined to lie within the same
cell. We model the interactions of cell surfaces
with each other explicitly by defining coupling
constants Jsijsi0 j0 ; the size of which quantifies the
strength of the interaction between adjacent
lattice points with differing values of sij :
Physically, the J’s correspond to the total energy
involved in the specified interaction, which is
proportional both to the number of cell surface
receptors involved in the interaction and the
binding energy of the involved ligands with their
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receptors. Hence, the ‘‘energy’’ contained in the
interactions between cells can be defined by the
Hamiltonian

H ¼
X
ij

X
i0j0

Jsij ;si0 j0 : ð1Þ

Here, the (i; j) terms describe points on the
lattice: the first summation runs over all of the
lattice points, the second over the eight nearest
neighbours of (i; j). If sij ¼ si0j0 ; then the two
lattice points (i; j) and (i;0 j0) are both inside the
same cell, and their contribution to the surface
interaction energy is zero: hence, in this case,
Jsij ;si0 j0 ¼ 0: If we assume that there are a limited
number or cell types (for example, two: corre-
sponding to normal and malignant cells), and
that the interactions between them are indepen-
dent of the actual cell but merely on its type,
then we can simplify the model by introducing
an additional cell label tðsijÞ: Then for each
lattice point (i; j) we have two labels: sij ; which is
the label identifying the corresponding cell, and
tsij ; which is that particular cell’s type. Then the
Hamiltonian becomes

H ¼
X
ij

X
i0j0

JtðsijÞ;tðsi0 j0 Þf1� dsij ;si0 j0 g: ð2Þ

The Kronecker delta term ensures that Jsij ;si0 j0 ¼ 0
for sij ¼ si0j0 ; and is required because different
cells of the same type do have a surface
interaction. In fact, the simulations in this paper
involve only a single cell type; however, interac-
tions between the cells and the medium are
modelled in the same way as cell–cell interac-
tions, using a coupling coefficient Jcell2ECM : The
interaction between the cells and the ECM which
give rise to haptotactic movement are treated
separately, and the inclusion of this interaction
in the model is discussed below. This Hamilto-
nian is a modification of the Potts model, which
is used to model the interactions between
adjacent ‘‘spins’’ on a lattice, and Hamiltonians
of this type traditionally have been used to study
the dynamics of magnetic materials, spin glasses
and neural networks (Wu, 1982).
Physically, both the growth and mechanical

deformation of cells requires energy. We take
this into account by including an elastic term
lðvs � VT Þ

2: in this term, VT is the ‘‘target’’
volume of the cell (the volume to which it would
relax in the absence of external forces and in the
presence of adequate nutrition), and deforma-
tions which expand or compress the cell above or
below this value require energy (Stott et al.,
1999; Mombach & Glazier, 1996). Hence, the
total energy term is now:

H ¼
X
ij

X
i0j0

JtðsijÞ;tðsi0 j0 Þf1� dsij ;si0 j0 g

þ
X
s

lðvs � VT Þ
2;

ð3Þ

where the summation over s runs over the total
number of cells in the lattice.
In order to simulate the sorting of which are

interacting energetically according to the above
Hamiltonian, we use the Metropolis algorithm
(Metropolis et al., 1953; Metropolis & Ulam,
1949). Here, we select a site (i; j) at random, then
select a nearest neighbour (i0; j0) also at random.
If (i0; j0) and (i; j) lie in the same cell (i.e.
sij ¼ si0j0), then we repeat the random selection.
However, if the two lattice points lie in different
cells, then we investigate the effect on the surface
energy of copying the parameters for sði;jÞ and
tðsði;jÞÞ into (i0; j0). If the resulting change in total
surface energy DH is negative, then we accept the
copy and change the values for (i0; j0) accord-
ingly; conversely, if the energy change is positive,
then we accept the change with Boltzmann-
weighted probability expð�DH=bÞ: Hence,

pðsij-si0j0 Þ ¼
1 if DHp0;

e�DH=b if DH40:

(
ð4Þ

The parameter b influences the likelihood of
energetically unfavourable events taking place:
the higher b; the more out-of-equilibrium the
system will be. Also, the greater will be
the random motility of the cells, and the greater
the area across which they will move in a given
space of time. Hence, the parameter b is
physically analogous to the diffusion coefficient
D in the diffusion equation. In applications of
the Potts model in physics, b generally corre-
sponds to the temperature.
The above model describes cell-sorting

phenomena and has already been extensively



INTERCELLULAR ADHESION AND CANCER INVASION 89
studied (Mombach & Glazier, 1996; Mombach,
1999; Mombach et al., 1993, 1995; Stott et al.,
1999). However, we have taken this model
forward to describe the phenomenon of malig-
nant invasion by extending it to include hapto-
taxis and proteolytic enzyme secretion, as
described in the introduction.
Haptotaxis is included in our model by

attaching to each lattice point a parameter fij ;
which corresponds to the local extracellular
matrix (ECM) protein concentration along
gradients of which the cells are moving (such
proteins include fibrin, vitronectin, and some
of the collagen family; Stetler-Stevenson et al.,
1993). When evaluating the energy change
corresponding to a site copy, we amend the
model by introducing a bias into the energy
change proportional to the fibrin concentration
gradient ( fi0j0 � fij). The energy change DH is
then given by

DHij ¼ DH1ij þ DH2ij þ kHð fi0j0 � fijÞ; ð5Þ

where DH1ij is the surface energy change, and
DH2ij the mechanical energy change [DH1 and
DH2 are as in eqn (3)]. The parameter kH
influences the strength of haptotaxis relative to
the other parameters in the model, and the ratio
of b to kH quantifies the relative effects of
random and directed motility, respectively. This
term is similar to the term used by Savill &
Hogeweg (1997), who used it in their studies of
chemotaxis in Dictyostelium discoideum aggrega-
tion. In reality, it is conceivable that for very
steep ECM gradients, the cell velocity will
saturate and will not be increased by increasing
Df still further. However, assuming a linear
relationship between Df and cell velocity is an
adequate first approximation for typical invasive
behaviour (Murphy & Gavrilovic, 1999; Perum-
panani et al., 1998). In our simulations, there is
assumed to be an even concentration of fibrin
across the domain initially, and the synthesis of
ECM proteins is neglected.
The secretion of proteolytic enzymes by

malignant cells gives rise to ECM gradients
which change with time. To model this phenom-
enon, we change the ECM concentration at each
lattice point with each Monte-Carlo times step: if
a lattice point is occupied by a cell then the rate
of dissolution of the ECM protein at that point
is higher compared with another region of the
lattice which is not occupied by a cell. We
assume that this dissolution gives rise to an
exponential decay of the ECM protein concen-
tration with time. Hence,

fijðtþ 1Þ

¼ fijðtÞ 	

e�ki if lattice point occupied

by a cell;

e�kn if adjacent pointðsÞ occupied;

0 empty space

8>>>><
>>>>:

ð6Þ

with ki4kn to indicate the higher rate of
ECM degradation. An implicit assumption in
this model is that proteolysis takes place
exclusively in the region of the tumour surface.
This is in agreement with experimental evidence
(Murphy & Gavrilovic, 1999), which has shown
clearly that the activity of ECM degrading
enzymes is strongly localized to this area, as
described in Section 1. In our simulations we
defined ki to be twice the value of kn to take into
account the increased concentration of secreted
enzymes in the areas of the extracellular medium
which lie beneath the cells (in 2D). The absolute
values of ki and kn are of less qualitative
importance in the simulation than their relative
value ki=kn; as it is this ratio which will
determine the steepness of the haptotactic
gradient produced.
The choice of the absolute values for the

coefficients in eqn (3) is also of less importance
than their relative values. When each site change
is attempted, a value of DH will be evaluated
and, if positive, the dynamics of the simulation
will be controlled by the value of DH relative to
b eqn (4). Hence, the choice of coefficients in the
model is determined by the relative influence
which cell–cell adhesion, cell deformability, and
haptotaxis have over the simulation.

3. Results

3.1. SIMULATION DETAILS

The simulations are conducted on a 200	 200
square grid, with each cell initially defined to
occupy a set number of lattice points, equal to
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the cell’s target area [VT in eqn (3), set in all
simulations to be 20 pixels]. At each iteration of
the energy minimization procedure, the energetic
effect of copying the parameters for a site
into one of its neighbours, or of vacating that
site, are examined as described in the preceding
section.
The choice of parameter values in the simula-

tions is determined by the relationship which
we wish to study. For reasons discussed in
Section 2, the relative values of the parameters
are of greater importance than their absolute
values. Recall that the Hamiltonian described in
eqn (5) has the form

DH ¼ DH1 þ DH2 þ DH3; ð7Þ

where DH1 is the energy changes associated
with alterations in cell–cell adhesion, DH2 is
the energy change due to mechanical deforma-
tion, and DH3 is the energy changes due to
movement along ECM gradients. Should we
wish to examine the effect of doubling the
importance of haptotaxis relative to cell–cell
adhesion, e.g. we choose parameter values which
double DH3 relative to DH1 and run the
simulation. Similarly, to examine the importance
of the other terms in the model to promot-
ing invasion, we alter the parameter values so
that the three terms in the Hamiltonian scale
accordingly.
To quantify the effect of the different para-

meters in the model on the invasion process, we
concentrate on the parameter dmax; which
corresponds to the maximum depth of invasion
(in pixels) on the grid. Biologically, dmax is an
appropriate parameter to study as the maximum
depth of invasion corresponds to the clinical
severity of the disease, the likelihood of meta-
stasis having occurred, and the options for
clinical management. For example, in the clinical
management of melanoma, the lesion is surgi-
cally removed and examined microscopically. In
such an examination, the clinician attempts to
establish whether the lesion has breached
the basement membrane and, if so, the depth
of invasion into the dermis in millimetres. The
latter quantity is termed the Breslow thickness: it
is an important clinical parameter in estimating
the likelihood of metastasis having occurred and,
consequently, the severity of the disease and
the likelihood of therapeutic intervention being
successful in curing the patient (Graham-Brown
& Burns, 1996).
Our initial conditions throughout consist of a

layer of cells at the top of the grid 10 cells thick
with an initial (target) volume of 20 pixels. The
boundary conditions are zero flux at the top and
bottom of the grid and periodic at the left and
right sides. This corresponds to a spatially
extended lesion which is invading from an
epithelial cell lining down through its basement
membrane and into the surrounding stroma.
Zero flux boundary conditions at the top are
appropriate as cell masses of this type are usually
localized in the epithelial boundary layers coat-
ing a lumen, so there is no tissue for the cells to
move into in that direction. Periodic boundary
conditions laterally are also appropriate in our
simulation as the model is intended to examine a
section through a spatially extended lesion much
larger in size than could reasonably be modelled
on our grid. Assuming that the cells are of a size
of the order of 10mm, the domain corresponds
to a physical size of around 0.4mm. Even the
smallest detectable malignant lesion has a spatial
extent considerably greater than this, which
underlines the fact that the domain should be
regarded as only a part of a much larger lesion.
Periodic boundary conditions laterally help
reduce boundary effects. Zero flux conditions
at the base are arbitrarily set as such, as this is
the limit of the validity of dmax in our model;
hence, we stop the simulation before the bottom
of the grid is reached.
Simulations were run using a wide range of

parameter values, and the model was found
robustly to reproduce the phenomenon of
‘‘fingering’’ across a wide range of these values.
This phenomenon is illustrated in Fig. 2. The
surface appearance of many malignancies has
this morphology, and it corresponds to disease
severity: benign tumours are smooth, whereas
aggressive malignancies are ‘‘ragged’’. There is a
correlation between this ‘‘raggedness’’ and the
tumour’s invasive potential: studies of photo-
micrographs of tumour surfaces have succeeded
in demonstrating self-similarity at different
length scales, and have noticed a relationship
between the fractal (Hausdorff) dimesion of



In Fig. 4, we illustrate the dependence of dmax
on Jc2c for two values of Jc2ECM : As we can see,
there is a significant gap between the two lines
across the full range of Jc2c; in contrast to Fig. 3.

Fig. 2. Showing the characteristic appearance of the
simulated tumour after 1500 Monte-Carlo time steps, with
strands or ‘‘fingers’’ of cells extending into the ECM. This
‘‘fingering’’ phenomenon is typical of an invasive cell mass.
In biopsy specimens, the maximum depth of invasion of
malignant cells into the ECM is an important clinical
indicator of disease severity. (Parameters used in the figure:
Jc2c ¼ 3; Jc2ECM ¼ 6; kH ¼ 40; t=1500, n=2000.)

Fig. 3. Maximum depth of invasion dmax vs. cell-
medium adhesion strength Jc2ECM ; for Jc2c ¼ 3 (strong
cell–cell adhesion, ) and Jc2c ¼ 6 (weak cell–cell
adhesion, ). The lines lie close to each other, indicating
that doubling cell–cell adhesion strength has little impact
on dmax across the full range of Jc2ECM : However, dmax falls
steeply as cell–medium adhesiveness is weakened (positive
X direction). This shows that changes in cell–medium
adhesion have a much stronger effect on invasiveness
compared with corresponding changes in cell–cell adhesion
(kH ¼ 40; t=3000, n=2000).

Fig. 4. Maximum depth of invasion dmax vs. cell–cell
adhesion strength Jc2c for Jc2ECM ¼ 3 (strong cell-medium
adhesion, ) and Jc2ECM ¼ 6 (weak cell-medium adhe-
sion, ). The lines are far apart across the full range of
Jc2c indicating that the strength of cell-medium adhesion
has a significant effect on the invasiveness of the tumour.
The lines slope only gently upwards in the positive X
direction indicating that changes in cell–cell adhesion is of
less importance (kH ¼ 40; t=3000, n=2000).
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the tumour surface and its invasive potential
(Landini et al., 2000; Cross, 1997). This phe-
nomenon has been studied numerically using
cellular automaton models of tumour growth
(Smolle, 1998).

3.2. CELL–CELL ADHESION, CELL–MEDIUM

ADHESION AND INVASIVENESS

In Fig. 3, we illustrate the dependence of dmax
on Jc2ECM ; the coupling constant quantifying
adhesion between cells and the extracellular
matrix, for two different values of Jc2c; the
coupling constant for cell–cell adhesion.
The higher the value of these J’s, the weaker
the coupling, as high values of J correspond to
energetically demanding (and therefore unfa-
vourable and unlikely) bonds. We can see that
the two lines lie close to each other across the full
range of Jc�ECM and, indeed, overlap across part
of the range. This would suggest that the
alteration of the strength of cell–cell adhesion
does not have a significant impact on the
invasiveness of the tumour.



S. TURNER AND J. A. SHERRATT92
We may conclude from these two figures,
therefore, that a change in the strength of the
adhesiveness between cells and the ECM has a
far greater impact on the invasiveness of the
tumour compared with a corresponding change
in the strength of cell–cell adhesiveness.

3.3. CELL–CELL ADHESION, PROTEOLYTIC ENZYME

SECRETION RATE AND INVASIVENESS

In Fig. 5, we illustrate the relationship be-
tween dmax and the protolytic enzyme secretion
rate. The parameter n corresponds to the
number of Monte-Carlo time steps after which
the minimum value of ECM concentration will
have decreased to negligible levels (arbitrarily set
to 0.01 with an initial ECM concentration of 1).
Hence, a high value of n corresponds to a low
proteolytic enzyme secretion rate, as it has taken
longer for the fibrin to be degraded to negligible
levels. We see that at high enzyme secretion rates
(e.g. n¼1000), a reduction in cell–cell adhesive-
ness from 2 to 6 results in a marked change in
dmax; whereas at low enzyme secretion rates (e.g.
n¼6000), changes in cell–cell adhesiveness have
little effect on dmax: We may conclude from this
that genetic mutations which give rise to altera-
tions in cell–cell adhesiveness properties during
Fig. 5. Maximum depth of invasion dmax vs. proteolytic
enzyme secretion rate n for both strong (Jc2c ¼ 2; ) and
weak (Jc2c ¼ 6; ) cell–cell adhesion. As the enzyme
secretion rate decreases, the maximum depth of invasion
also decreases for both cell–cell adhesion strengths. How-
ever, the decrease is greater for weak cell–cell adhesion
except at low enzyme secretion rates (kH ¼ 40; t=3000,
Jc2ECM ¼ 4).
the stepwise progression to malignancy only
have an effect in the presence of additional
mutations which give rise to the pronounced
secretion of proteolytic enzymes. Taking into
account our discussion of Fig. 3, we may
conclude that a reduction in cell–cell adhesion
and an increase in cell–ECM adhesion in the
presence of proteolytic enzyme secretion are the
mutations which produce the most invasive
phenotype.

3.4. HAPTOTAXIS, PROTEOLYTIC ENZYME SECRETION

RATE AND INVASIVENESS

In Fig. 6, we illustrate the relationship be-
tween invasion depth dmax and protease secretion
rate (given by n) for two values of kH [the
coefficient of haptotaxis in eqn (5)]. We see that
changes in the coefficient of haptotaxis and
proteolytic enzyme secretion rate act in synergy:
doubling kH from 20 to 40 doubles the influence
of haptotaxis over DH and gives rise to a marked
change in dmax for all values of n. However, if
this change is coupled with a change in n (from
2000 to 1000, for example), the increase is
greater than the sum of each of these changes.
We may conclude, therefore, that genetic
changes which produce a greater sensitivity to
Fig. 6. Maximum depth of invasion dmax vs. proteolytic
enzyme secretion rate n for both weak (kH ¼ 20; ) and
strong (kH ¼ 40; ) haptotaxis. Doubling kH results in a
significant increase in dmax for all n; however, if both n and
kH are increased, the two changes act in synergy to promote
invasion (t=3000, Jc2ECM ¼ 6; Jc2c ¼ 3).
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haptotactic gradients are in themselves effective
at promoting invasion, but if these changes are
coupled to increases in the proteolytic enzyme
secretion rate then the invasiveness of the cell is
markedly increased.

3.5. MORPHOLOGY OF THE ADVANCING FRONT

Within some parameter ranges for kH ; Jc2c
and n, the ‘‘fingers’’ which extend into the ECM
split, with an advancing cell mass in front
moving off into the ECM, and a retracting mass
behind which remains with the main cell mass
Fig. 7. Illustrating the development of the advancing front
an advancing front of cells moving down through the extracellu
into the main tumour mass behind. (Here Jc2ECM ¼ 6; Jc2c ¼
(illustrated in Fig. 7). The explanation for this is
related to the manner in which the advancing
front forms. Initially, slender fingers of cells
extend out into the ECM. Their tips then
become spread out laterally and join with their
neighbours to form an advancing mass of cells.
This mass is anchored initially to the main cell
mass by the fingers which gave rise to it. The
cells lying closest to the front of the invading cell
mass experience a greater haptotactic pull than
those behind them due to the steeper fibrin
gradients there; however, the cells also experi-
ence the effect of cell–cell adhesion (which may
with time. The invading cells split into two distinct colonies:
lar matrix, and a retracting portion of cells being pulled back
6; kH ¼ 40; n=2000.)
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oppose the effect of haptotaxis). It is possible,
therefore, for the fingers to break causing the
advancing cell mass to break contact with the
main cell mass behind it thus allowing it to
invade the ECM without hinderance. The point
in the fingers at which the split will occur will be
the point at which the forces due to cell–cell
adhesion and haptotaxis balance. Cells in front
of this point will break free and move off into the
ECM, whereas those behind will be pulled back
into the primary cell mass. Figure 7 illustrates
the phenomenon of an advancing ‘‘front’’ of
cells, with a retracting mass behind.

4. The Inclusion of Proliferation

4.1. MODELLING PROLIFERATION

The invasive phenotype includes the develop-
ment of changes in both random and directed
motility, changes in the adhesive properties of
mutated cells, and the secretion of proteolytic
enzymes. In addition, malignant cells have a
higher proliferation rate relative to their un-
mutated counterparts. Huang explains how the
excessive proliferation of malignant cells is a
consequence of changes in cell membrane sur-
face receptor composition. Cells are triggered to
divide by intracellular cascades which start when
membrane-bound integrin receptors bind to
extracellular matrix proteins. Malignant cells
have reduced cell–cell adhesiveness, but in-
creased cell–ECM adhesiveness due to a change
in the relative numbers of the corresponding
receptors (Huang & Ingber, 1999). In our
model, these adhesivenesses (and the corre-
sponding number of cell surface receptors)
is quantified through the coupling constants
Jtðsi;jÞ: Hence, we can relate the proliferation rate
of a given cell type to the relative values of its
coupling constants for cell–cell and cell–ECM
interactions.
The life of most cells is divided into a series of

discrete steps which, in general, include short
periods of division interspersed by long periods
of metabolic activity (Alberts et al., 1989).
Conventionally, these are labelled G1 (during
which cells are metabolically active and produce
their protein products); S, during which cells
begin to replicate their DNA; and M, during
which chromosomes are divided and the cells
undergo division. The length of G1 varies
enormously between cell types: from very short
(such as cell of the developing embryo) to very
long (such as hepatocytes) (Alberts et al., 1989).
Some cells, such as neurons, are unable to divide
and are said to be terminally differentiated:
they are arrested in a state conventionally
labelled G0. Once a cell has entered the S
phase of division, the length of time taken to
proceed through the S and M phases and
terminate with the production of two daughter
cells is fairly constant. However, although there
is an average length of G1 for a given cell type,
there is a wide distribution of periods spent in
G1, and for an individual cell the time of onset of
the S phase will be stochastic. An experimental
investigation of cell division which supports
these conclusions has been conducted by Smith
& Martin (1973).
Given this knowledge concerning the cell

cycle, we must assume that the time between
cell divisions has a stochastic distribution.
Hence, in our simulation we implement this
understanding of the cell cycle as follows: at each
Monte-Carlo time step, the simulation runs
through all of the cells and evaluates the
probability Ps of that cell dividing. Due to the
association between the adhesion characteristics
of the cell and the mitotic rate, this probability is
a function of both the J’s and the time since the
cell last divided. Except for extremely rapidly
dividing cells, those which recently divided will
still be growing and the likelihood of their re-
entering the S phase is extremely small. Hence,
we set a time interval Td during which the cell is
prohibited from dividing. Once the time since the
last division exceeds Td ; we assume that the
probability of division slowly increases, and
approaches 1 as the time since last division
becomes very long. Hence, we use the following
functional form for Ps:

PsðtÞ ¼ fs½ktðsÞ; ðt� TsÞ�; ð8Þ

where

k ¼ Jc2ECM=Jc2c; ð9Þ

which is the ratio between the cell–ECM
and cell–cell coupling constants for a cell of
type tðsÞ:



Fig. 8. The difference between the depth of invasion
including proliferation and in the abscence of proliferation,
dmax �do vs. a [defined in eqn (10)]. For a given range of a;
the maximum depth of invasion is reduced despite the
presence of more cells. This is caused by the greater surface
area of contact between cells at the tip of the advancing
front and the proliferating cell mass behind, as illustrated in
Fig. 9. (Here t=3000, Jc2ECM ¼ 6; Jc2c ¼ 6; kH ¼ 40).
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We propose the following functional form for
f in eqn (8):

PsðtÞ ¼ fs½ktðsÞ; ðt� TsÞ�

¼
0 if ðt� TsÞpTd ;

1

aðktðsÞ=ðt� TsÞÞ
2 þ 1

if ðt� TsÞ > Td :

8><
>:

ð10Þ

This form takes into account a dormant period
Td for a cells which divided at time Ts; as well as
a gradually increasing probability of division
after this period has passed. A high value of k
corresponds to cells which have a high value of
Jc2ECM=Jc2c: this corresponds to cells which
have close adhesiveness to each other and less to
the medium, as creating a bond with a high J
requires more energy than creating one with a
lower value. Hence, high k corresponds to
normal cells, and low k to malignant cells.
In eqn (8), a low k causes an increased value
of f (and, hence an increased proliferation
rate) compared with a low k. This corresponds
in reality to malignant cells having a higher
proliferation rate compared with normal cells.
So this functional form explicitly takes into

account three observed phenomena concerning
cell division: a period following cell division
during which cells will not divide again; a
stochastic distribution of times between division;
and the connection between proliferation and
changes in adhesiveness.
Biological cells divide through their centre of

mass along the axis of minimum length (Mom-
bach & Glazier, 1996), so we implemented the
mechanics of cell division by determining
the lattice point corresponding to the cell’s
centre of mass, working out the lengths of
the horizontal, vertical and diagonal diameters
through it, and giving all of the lattice
points within the cell on one side of the
minimum diameter a new value of s: The choice
of the parameter Td is fixed at 100 Monte-Carlo
time steps: most of the simulations were stopped
after 3000 Monte Carlo time steps and the
maximum depth of invasion evaluated after this
period. As we mentioned above, the length of
time for which a cell remains in its G1 state
between divisions varies greatly from tissue to
tissue, and between different types of malig-
nancy. Hence, our choice of Td represents a
value which is a compromise between very slow
growing and very aggressive tumour types.

4.2. RESULTS INCLUDING PROLIFERATION

The alteration in dmax due to the inclusion of
proliferation in the simulations is illustrated in
Fig. 8, and the parameters chosen were the same
as those used in the simulation for Fig. 7.
Intuitively, one expects proliferation to be pro-
invasive, on the basis that the additional cell
population will facilitate invasion. However, as
we can see, within some regions of the parameter
space dmax is reduced due to proliferation. The
explanation for this counter-intuitive result is
related to our discussion of the morphology of
the advancing front in Section 3. The front is
created when fingers of cells invading the ECM
join together to form an invading cell mass,
when then breaks its contacts with the main cell
mass behind it and moves on through the ECM.
By including proliferation in the simulation, the
fingers of cells which initially ‘‘anchor’’ this
advancing front to the main cell mass are thicker
(as the cells comprising them are dividing) and
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also remain connected to the advancing front for
longer (due to cells being pushed forward by
their dividing and growing neighbours). The
evidence for this is illustrated in Fig. 9, which
shows the effect of including proliferation on the
morphology and depth of invasion of the
invading cells. This figure should be compared
with Fig. 7: apart from the inclusion of prolif-
eration, all other parameters are the same. Cells
at the front are spreading out laterally to form
an invading cell mass, and this mass is connected
by long, thick fingers of cells to the main cell
mass behind it. In the simulation with no
Fig. 9. The effect of including proliferation on the format
with Fig. 7 in which proliferation was not included, but in whi
area of contact between cells at the tip of the advancing fron
invasion. (Here Jc2ECM ¼ 6; Jc2c ¼ 6; kH ¼ 40; n=2000, a ¼
proliferation included, these fingers are not
present after the same length of time: they have
already broken and the cells composing them
have been pulled (under the influence of cell–cell
adhesion) into either the cell mass in front of or
behind them (depending on their position in
front of or behind the point in the string at which
the effects of haptotaxis and cell–cell adhesion
balance). Hence, one of the potential effects of
including proliferation is to reduce the depth of
invasion of a cell mass, although this possibility
occurs only in a narrow region of the parameter
space.
ion of the advancing front. This image should be compared
ch all other parameters were the same. The increased surface
t and the proliferating cell mass behind inhibits the rate of
5	 107).
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5. Discussion

The invasive phenotype includes genetic mu-
tations which give rise to changes in cellular
adhesiveness, the ability to secrete proteolytic
enzymes, the ability to follow gradients of both
soluble and fixed substrates, and an increased
proliferation rate (Stetler-Stevenson et al., 1993).
These genetic changes may be linked, with
alterations in the cell surface receptor composi-
tion that are of fundamental importance in one
phenotypic change also triggering the next
(Seftor et al., 1992). These various processes
have been modelled separately, but the interac-
tion between them all (and in particular the
consideration of cell–cell adhesiveness) has not
been studied in detail.
The mathematical modelling of cell–cell

interation has been addressed previously,
although not in the same context as we have
investigated here. The process of juxtracrine
signallingFin which receptors on cell mem-
branes bind to ligands on the membranes of
neighbouring cellsFhas been considered
(Wearing et al., 2000; Monk, 1998; Collier
et al., 2000), but in these models cells are fixed
and immobile. This work is useful in the study
of development and carcinogenesis as at its
centre is the study of contact inhibition, in
which a developing or mutated cell inhibits its
neighbours from following the same develop-
mental pathway. However, in the study of
cancer invasion it would be necessary to extend
this work to allow the cells to move. Weliky &
Oster (1990) have developed a model of cell
movement in which a 2D sheet of epithelial cells
were modelled as polygons which experienced
deforming forces from their neighbours through
their vertices. Although movement is possible in
this model, and adhesion is explicit within it,
the inclusion of chemo- and haptotaxis would
require an extension of it. In addition, the
possibility of cells breaking free from their
neighbours is not mentioned. The explicit
inclusion of cell–cell adhesion in a continuous
model of tumour growth has been investigated
previously (Byrne & Chaplain, 1996; Byrne,
1997) in a model in which the curvature of the
tumour surface is related to cell–cell adhesive-
ness, and a study conducted of the stability of
the model solutions to radially asymmetric
perturbations. This work is useful in illuminat-
ing the possible morphologies of the tumour
surface and its dependence of the strength of
cell–cell adhesion; however, the possibility of
cells moving along gradients of extracellular
material is not included.
The ability of cells to secrete proteolytic

enzymes and establish gradients of extracellular
matrix proteins along which cells may move has
also been extensively modelled (Anderson et al.,
2000; Chaplain, 1995; Perumpanani et al., 1996).
The continuum approach has yielded useful
insights into the interaction between some of
the phenomena involved in the invasion process,
and interesting results have been obtained from
their studyFin particular concerning the non-
linear dependence of the velocity of a travelling
wave of invading cells on the model’s parameters
(Perumpanani et al., 1999). However, the use of
the continuum approach overlooks the stochas-
tic behaviour or individual cells, which is of
some importance in the study of metastasis, and
the possibility of individual cells establishing
secondary colonies. Hybrid models in which cells
modelled as discrete points and capable of
proliferation which are immersed in a contin-
uous milieu of ECM proteins (Dallon & Othmer,
1997) or nutrients and oxygen (Ferreira Jr. et al.,
1998; Anderson et al., 2000) have been investi-
gated. These models have yielded useful results,
but the possible influence of cell–cell adhesion on
the conclusions drawn has not been extensively
studied.
The thermodynamic approach to modelling

invasion which we have used here is an extension
of techniques used to model the aggregation of
the slime mould Dictyostelium discoideum (Savill
& Hogeweg, 1997) and benign avascular tumour
growth (Stott et al., 1999). It is an appropriate
way of modelling the random component of cell
movement, as experimental evidence indicates
that individual cells in a cell mass exhibit
Brownian motion in the absence of chemical or
adhesion gradients (Mombach & Glazier, 1996).
Hence, the energy spectrum of the cells will have
a Boltzmann distribution, and the cells will
possess a Maxwellian distribution of velocities.
The minimization of the free energy associated
with cell–cell and cell–medium interfaces drives
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the reorganization of the aggregate (Mombach,
1999) and, indeed, this is in agreement with a
series of experimental observations by Steinberg
(Steinberg, 1962a–c) of sorting phenomena in
collections of various types of cell. These
experiments support the idea of differential
adhesiveness as being the driving force behind
morphogenesis and, through drawing compar-
isons with studies of fluid mixtures of differing
viscosity, it is concluded that a thermodynamic
approach to cell sorting is highly physically
realistic. In our extension of these ideas, we have
included the directed component of cell move-
ment by biasing the probability of a cell moving
to a lattice point which causes it to move up a
gradient of ECM concentration, with the time-
dependent concentration of ECM at each lattice
point being explicitly included in the simulation.
The advantage of this approach is that both
directed and random motility can be included in
a manner closely in tune with experimental
observations of the behaviour of individual cells
in an aggregate.
The motivation for this work was to determine

the relative importance and interrelationships
between some of the main parameters involved
in the invasion process, concentrating in parti-
cular on the influence of changes in cell–cell
adhesiveness. We have demonstrated that, in our
model, changes in the adhesiveness between cells
and the extracellular medium has a greater
impact on the invasiveness of the cell mass
(using the maximum depth of invasion after a
given time as our index of invasiveness) com-
pared with changes in cell–cell adhesiveness. We
have also demonstrated that changes in cell–cell
adhesiveness have a very small influence on
invasiveness unless the protease expression rate
is high. In addition, increases in both protease
expression rate and the coefficient of haptotaxis
act in synergy to promote invasion. The inclu-
sion of proliferation in the simulation showed
that the morphology of the invading cell mass
was changed by this inclusion, usually resulting
in the cells invading as a solid mass rather than
as a succession of ‘‘fingers’’ spreading out into
the ECM. However, for some regions of the
parameter space, including proliferation resulted
in a reduction in the invasiveness of the tumour,
for reasons discussed in Section 4.2. In our
simulation, we have explicitly related the pro-
liferation rate to changes in cell–cell and cell–
medium adhesiveness as recent experimental
work indicates that these changes are linked
(Huang & Ingber, 1999). The possibility of an
increased proliferation rate resulting in a reduc-
tion in a tumour’s invasive potential under some
circumstances has, to our knowledge, not pre-
viously been considered. An experimental in-
vestigation into this using in vitro assays would
be an interesting research study.
It is appropriate to ask what the therapeutic

significance of our conclusions may be. Anti-
invasive therapies which are currently attracting
the greatest interest include interfering with the
ability of malignant cells to follow chemotactic
gradients (Perumpanani et al., 1998), and
inhibiting the ability of tumours to establish a
vascular network to provide the proteins and
nutrients essential for growth and metastasis
(Anderson et al., 2000). In the former case, it has
been shown (Perumpanani & Byrne, 1999) that
in the presence of gradients of both soluble and
fixed ECM protein gradients which the cells can
follow, inhibiting only chemotaxis could be
counterproductive. In the latter case, the reduc-
tion in the likelihood of invasion is a by-product
of the growth limitation of the tumour. Ther-
apeutic interventions aiming at modulating the
adhesive properties of the tumour have not
attracted much attention, but in the light of our
results we can make some predictions about the
possible success of any such intervention which
may be developed. Such therapy should concen-
trate on strengthening cell–cell adhesion while
inhibiting cell–ECM adhesion, and could be
coupled with an additional intervention which
inhibits the ability of the tumour to secrete
proteolytic enzymes. In doing so, the cells
will be more inclined to remain within the body
of the main cell mass, as they will be held there
through being tightly bound to their neighbours
and through the abscence of ECM gradients.
The development of an intervention which
blocks the cell–ECM receptors and thus reduces
cell–ECM adhesion while failing to trigger the
intracellular cascades which are believed to
promote both proliferation and enzyme secre-
tion may be an optimal strategy for inhibiting
malignant invasion.
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