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Cognition: A Bridge between Robotics and Interaction.

Abstract

A key feature of humans is the ability to anticipate what other agents are going to do and to plan
accordingly a collaborative action. This skill, derived from being able to entertain models of other
agents, allows for the compensation for intrinsic delays of human motor control and is a primary
support for efficient and fluid interaction. Moreover, the awareness that other humans are cogni-
tive agents who combine sensory perception with internal models of the environment and others,
enables easier mutual understanding and coordination [1]. Cognition represents therefore an ideal
link between different disciplines, as the field of Robotics and that of Interaction studies performed
by neuroscientists and psychologists. From a robotics perspective, the study of cognition is aimed at
implementing cognitive architectures leading to efficient interaction with the environment and other
agents (e.g., [2,3]). From the perspective of the human disciplines, robots could represent an ideal
stimulus to study which are the fundamental robot properties necessary to make it perceived as a
cognitive agent, enabling natural human-robot interaction (e.g., [4,5]). Ideally, the implementation
of cognitive architectures may raise new interesting questions for psychologists, and the behavioral
and neuroscientific results of the human-robot interaction studies could validate or give new inputs
for robotics engineers. The aim of this workshop will be to provide a venue for researchers of different
disciplines to discuss the possible points of contact and to highlight the issues and the advantages
of bridging different fields for the study of cognition for interaction.
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Cognition:	  A	  Bridge	  between	  Robotics	  and	  Interaction.	  	  
Schedule	  

9:00	  –	  9:05	   Opening	  (A.	  Sciutti,	  K.	  Lohan	  and	  Y.	  Nagai)	  

9:05	  –	  9:40	   Invited	  talk:	  Dr.	  Greg	  Trafton	  

9:40	  –	  10.00	   Embodiment	  is	  a	  Double-‐Edged	  Sword	  in	  Human-‐Robot	  Interaction:	  Ascribed	  vs.	  Intrinsic	  
Intentionality	  	  
Authors:	  Tom	  Ziemke,	  Serge	  Thill,	  David	  Vernon	  	  

10:00	  –	  10:30	   Coffee	  Break	  

10:30	  –	  11:05	   Invited	  talk:	  Prof.	  David	  Vernon	  

11:05	  –	  11:25	   State	  Prediction	  for	  Development	  of	  Helping	  Behavior	  in	  Robots	  	  
Authors:	  	  Jimmy	  Baraglia,	  Yukie	  Nagai	  and	  Minoru	  Asada	  	  

11:25	  –	  11:45	   Social	  Robots	  and	  the	  Tree	  of	  Social	  Cognition	  	  
Author:	  Bertram	  F.	  Malle	  	  	  

11:45	  -‐	  13:10	  	   Break	  +	  Lunch	  (12:00	  –	  13:00)	  

13:10	  –	  13:45	   Invited	  talk:	  Prof.	  Ayse	  P.	  Saygin	  	  

13:45	  –	  14:05	  	   Predictive	  coding	  and	  the	  Uncanny	  Valley	  hypothesis:	  Evidence	  from	  electrical	  brain	  
activity	  	  
Authors: Burcu	  A.	  Urgen,	  Alvin	  X.	  Li,	  Chris	  Berka,	  Marta	  Kutas,	  Hiroshi	  Ishiguro	  and	  Ayse	  
P.	  Saygin	  	  

14:05–	  14:25	   The	  audio-‐motor	  feedback:	  a	  new	  rehabilitative	  aid	  for	  the	  developing	  blind	  child.	  	  
Authors:	  Giulia	  Cappagli,	  Elena	  Cocchi,	  Sara	  Finocchietti,	  Gabriel	  Baud-‐Bovy,	  Monica	  Gori	  

14:25	  –	  15:00	   Invited	  talk:	  Prof.	  Andrew	  N.	  Meltzoff	  

15:00–	  15:30	  	   Coffee	  Break	  	  

15:30	  –	  15:50	   Interaction	  as	  a	  bridge	  between	  cognition	  and	  robotics	  	  
Authors:	  	  Serge	  Thill,	  Tom	  Ziemke	  

15:50	  –	  16:50	   Panel	  discussion	  	  

16:50	  –	  17:00	   Closing	  Remarks	  	  (A.	  Sciutti,	  K.	  Lohan	  and	  Y.	  Nagai)	  
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Invited Speakers

Dr. Greg Trafton, Naval Research Laboratory
Dr. Trafton received his degree in cognitive science from Princeton University. His research in
Human Robot Interaction involves creating computational cognitive models that perceive and think
the way that people do, putting those models on embodied platforms (Mobile/Dexterous/Social
robots), and using those models to increase interaction capabilities between robots and people. He
also works on predicting and preventing procedural errors and predicting when an operator becomes
overloaded when managing multiple UAVs during supervisory control.

Prof. David Vernon, University of Skövde
From 2004 to 2010, David Vernon was a member of the team coordinating the EU-funded RobotCub
Integrated Project, the goal of which is to develop an open-source cognitive humanoid robot: the
iCub. His focus and specific responsibility was for the cognitive architecture. In late 2006, he re-
turned to the UAE as Professor of Computer Engineering at Etisalat University College (now Kalifa
University of Science, Technology, and Research) with the specific brief to help develop the post-
graduate degree programmes. He was re-appointed Head of Department in 2009. In 2011 he joined
the Institute of Cognitive Systems at the Technical University of Munich as a senior researcher.
Currently he is Professor of Informatics at the Informatics Research Centre, University of Skövde
since the 1st March 2013. David Vernon is working on a major new project, DREAM, which is
funded by the European Commission to deliver the next generation robot-enhanced therapy (RET)
for children with autism spectrum disorder (ASD). The goal is to develop clinical interactive capac-
ities for social robots that can operate autonomously for limited periods under the supervision of a
psychotherapist. DREAM is a great example of a new breed of robotics - cognitive robotics - and
I have the privilege of serving as one of the co-chairs of the new IEEE Robotics and Automation
Society Technical Committee on Cognitive Robotics.

Prof. Ayse P. Saygin, University of California
Prof. Ayse P. Saygin directs the Cognitive Neuroscience and Neuropsychology Lab (Saygin Lab) at
the University of California, San Diego, where she is an Associate Professor of Cognitive Science and
Neurosciences. She received a PhD in Cognitive Science from UC San Diego, followed by a Euro-
pean Commission Marie Curie fellowship at the Institute for Cognitive Neuroscience and Wellcome
Trust Centre for Functional Neuroimaging at University College London. She holds an MSc. in
Computer Science from Bilkent University, and a BSc. in Mathematics from Middle East Technical
University, both in Ankara, Turkey. Dr. Saygin and her lab study human perception and cognition
using a range of experimental and computational methods, including psychophysics, EEG, MRI,
fMRI, brain stimulation, neuropsychological patient studies, machine learning, and brain-computer
interfaces. As an NSF CAREER awardee, Dr. Saygin has built upon her PhD and postdoctoral
work to develop a research program exploring the perceptual and neural mechanisms supporting the
processing biologically and socially important objects and events such as the body movements and
actions of other agents. With additional support from DARPA, Kavli Institute for Mind and Brain,
the Qualcomm Institute, and the Hellman Foundation, Saygin lab also aims to inform human-robot
interaction by integrating methods and theory from cognitive neuroscience, neuroimaging, human
perception, artificial intelligence, computational modeling, social robotics and social cognition.

Prof. Andrew N. Meltzoff, University of Washington
Dr. Andrew N. Meltzoff holds the Job and Gertrud Tamaki Endowed Chair and is the Co-Director
of the University of Washington Institute for Learning Brain Sciences. A graduate of Harvard Uni-
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versity, with a PhD from Oxford University, he is an internationally renowned expert on infant and
child development. His discoveries about infant imitation have revolutionized our understanding of
early cognition, personality, and brain development. His research on social-emotional development
and children’s understanding of other people has helped shape policy and practice. Dr. Meltzoff’s
20 years of research on young children has had far-reaching implications for cognitive science, es-
pecially for ideas about memory and its development; for brain science, especially for ideas about
common coding and shared neural circuits for perception and action; and for early education and
parenting, particularly for ideas about the importance of role models, both adults and peers, in child
development.
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ABSTRACT 
This very short paper makes a relatively simple point: The human 
embodied cognitive capacity / tendency to attribute intentionality, 
goals, etc. to others, and to interpret their behavior in intentional 
terms, is fundamental to many types of social interaction. There 
are at least two quite different conceptions of embodied cognition 
though, underlying much research in cognitive robotics and 
human-robot interaction, which also differ regarding whether 
robots (a) could actually have their ‘own’ intrinsic intentionality, 
or (b) could only be ascribed/attributed intentionality, similar to 
the way cartoon characters are. For robotics research as such the 
distinction might be secondary, and for philosophy of mind the 
questions might not be resolvable any time soon. For society and 
the general public, however, the issue potentially has quite 
significant social and ethical implications – therefore researchers 
might need to pay more attention to this than they have so far. 

Categories and Subject Descriptors 
I.2.0 [Computing Methodologies]: Artificial Intelligence – 
Philosophical foundations.  

General Terms 
Human Factors, Theory. 

Keywords 
Embodied cognition, social interaction, intentionality, autonomy. 

1. INTRODUCTION 
As Sciutti and colleagues recently pointed out, the “ability to 
understand others’ actions and to attribute them mental states and 
intentionality is crucial for the development of a theory of mind 
and of the ability to interact and collaborate” [1]. While this is 
central to human embodied social interaction, it is clear that the 
underlying cognitive capacity is not limited to interpreting the 
behavior of other people.  It is well known from the classic studies 
of Heider and Simmel [2] that humans also tend describe the 
behavior of simple moving objects (triangles, circles, etc.) in 
intentional terms. Naturally, this also applies to more complex and 
human-like objects, such as cartoon characters. When, for 
example, we see Donald Duck angrily chasing chipmunks Chip 
and Dale because they are stealing his popcorn, it comes very 
natural to us to interpret their behavior in intentional terms – as 
illustrated by the first half of this sentence. At the same time, 
however, we presumably all understand that Donald, Chip, and 
Dale are not real and therefore also do not really have intentions.  

Not surprisingly, this attribution also extends to different types of 
technology, in particular more or less autonomous systems. In the 
case of autonomous vehicles, recent research [3] indicates that 
anthropomorphism – “a process of inductive inference whereby 
people attribute to nonhumans distinctively human characteristics, 
particularly the capacity for rational thought (agency) and 
conscious feeling (experience)” – increases the trust people have 
in such systems. Hence, it is very likely that in social interactions 
with robots, humanoid ones in particular, (a) humans will attribute 
agency, intentionality, etc. to such artifacts (cf. [1]), and (b) 
interactions benefit from such attributions.  

This, however, also raises the question what exactly is the status 
of the intentions, goals, etc. that we ascribe to robots? After all, 
they are real (physical), they are interactive, and in the humanoid 
case they behave and look human-like to some degree. Does that 
mean that, like humans, they potentially have their own intrinsic 
intentionality? Or is their intentionality, as in the case of Donald 
Duck, necessarily only ascribed? 

2. DISCUSSION 
Researchers in AI and robotics typically avoid answering this 
question explicitly and might prefer to dismiss it as a purely 
philosophical question. Implicitly, however, research in embodied 
AI and robotics, touches on the issue quite commonly. For 
example, embodied AI researchers commonly refer to Searle’s 
1980 Chinese Room Argument [4] to illustrate that traditional – 
disembodied – approaches to AI were deeply flawed because they 
only dealt with the internal manipulation of representations by 
computer programs. Understanding the details of the argument is 
not relevant to this short paper, but in a nutshell, Searle’s criticism 
was that “the operation of such a machine is defined solely in 
terms of computational processes over formally defined 
elements”, and that such "formal properties are not by themselves 
constitutive of intentionality” [4]. Researchers in embodied 
AI/robotics commonly argue that these problems of traditional AI 
can be overcome by ‘embodied’ (robotic) approaches to AI, which 
allow internal representations/mechanisms to be grounded in 
sensorimotor interactions with the physical and social 
environment. This, however, completely ignores the fact that 
already back in 1980, in the original paper, Searle presented – and 
rejected – what he called the ‘robot reply’, which entailed pretty 
much exactly what is now called embodied AI, i.e. computer 
programs running on robots that interact with their environment.  

What is interesting in this context is that there are quite many 
researchers who – like Searle – take the Chinese Room Argument 
to be a valid argument against traditional AI, but at the same time 
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– unlike Searle – consider the physical/sensorimotor embodiment 
provided by today’s robots to be sufficient to overcome the 
problem. In Harnad's terms, this type of embodied AI has gone 
from a computational functionalism to a robotic functionalism [5]. 
Zlatev, for example, formulated the latter position very explicitly, 
arguing that there is “no good reason to assume that intentionality 
is an exclusively biological property (pace e.g. Searle)”, and “thus 
a robot with bodily structures, interaction patterns and 
development similar to those of human beings … could possibly 
recapitulate [human] ontogenesis, leading to the emergence of 
intentionality” [6]. Others, including Searle naturally, do indeed 
believe that there are good reasons to assume that intentionality is 
in fact a biological property intrinsic to living bodies [7, 8, 9]. 

This illustrates Chemero’s point that there currently are (at least) 
two very different positions that are both referred to as ‘embodied 
cognitive science’ [10]. The one that Chemero refers to as radical 
embodied cognitive science is grounded in anti-representationalist 
and anti-computationalist traditions. The other, more mainstream 
version, on the other hand, in line with robotic functionalism, is 
derived from more or less traditional representationalist and 
computationalist theoretical frameworks.  

It is therefore not surprising that researchers in embodied AI and 
robotics, inspired by theories of embodied cognition, are confused 
regarding the relevance of ‘embodiment’, and subsequently find it 
difficult to answer the question to what degree their robots have, 
or could have, their own intrinsic intentionality. If you adopt the 
more mainstream position of robotic functionalism, then, as 
Zlatev put it, there is “no good reason to assume that intentionality 
is an exclusively biological property” [6]. If, on the other hand, 
you adopt a more radical, non-functionalist position, e.g. the 
enactive view, which has also gained some influence in embodied 
AI [8, 9, 11, 12], then intrinsic intentionality indeed might very 
well be “an exclusively biological property” and therefore most 
probably not replicable in robots with current technology.  

If at this point you are about to dismiss (once more) the issue of 
robot intentionality as a purely philosophical question – which 
obviously the philosophers cannot answer either – it should be 
noted that the context of human-robot interaction adds a novel 
dimension to this old problem and gives new social and ethical 
relevance. The point is that human interaction with robots is to 
some degree comparable to interaction with animals: It is 
certainly the case that scientists, philosophers, and the general 
public are divided regarding whether or not animals have and 
experience human-like feelings. However, neither the fact that we 
cannot conclusively answer that question, nor the fact that we are 
likely to have different opinions (e.g., vegans vs. vegetarians vs. 
meat-eaters), change the fact that we need to have legislation, 
ethical guidelines, personal positions, etc. for how animals are to 
be treated in our society. Likewise, in the case of robots, whether 
or not we want to deal with the philosophical problem of robot 
intentionality, if or when robots become a part of human society, 
we will need to come to some kind of conclusion anyway. 

3. SUMMARY AND CONCLUSION  
To summarize, the proverbial double-edged sword mentioned in 
the title is this: The human cognitive capacity/tendency to 
interpret behavior as intentional is central to embodied social 
interactions and to our way of interpreting both the animate and 
the inanimate world. For human-robot social interaction, this 
capacity is likely to be very useful because it tends to “fill in the 
gaps” and make interactions more natural and trustworthy. 
However, the tendency to attribute human-like mental states also 

comes with the tendency to view things as more human-like than 
they maybe really are. For cartoon characters this is obvious, and 
most people have no problems at all to understand that Donald 
chases Chip and Dale because he is angry and wants his popcorn 
back, and at the same time understand that neither Donald nor the 
chipmunks are real, and therefore none of them eats or wants 
popcorn anyway. For robots, this is much less obvious, because 
unlike cartoon characters, they are real, physical, ‘embodied’, etc., 
they are physically and socially interactive, and in the humanoid 
case they often also look and behave human-like to some degree.  

The question therefore is if their apparent intentionality is only 
ascribed by the observer, as in the case of cartoon characters, or in 
fact is genuine and intrinsic to those robots themselves. Your 
answer to the question is likely to depend on your conception of 
embodied cognition – and the body underlying it. If you adopt the 
current mainstream position of robotic functionalism, according to 
which intentionality arises from the physical body’s sensorimotor 
interaction with the environment, then intrinsic intentionality in 
robots is at least possible. If, on the other hand, you adopt the 
view that embodied cognition is ultimately grounded in the living 
body, then the intentionality of at least current-technology robots 
is necessarily only ascribed. Which of these positions we, as a 
society, adopt in the future is likely to have significant social and 
ethical consequences for the way we deal with robots.  
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ABSTRACT
Robots are less and less programmed to execute a specific
behavior, but develop abilities through the interactions with
their environment. In our previous studies, we proposed a
robotic model for the emergence of helping behavior based
on the minimization of the prediction-error. Our hypoth-
esis, different from traditional emotion contagion models,
suggests that minimizing the difference (or prediction-error)
between the prediction of others’ future action and the cur-
rent observation can motivate infants to help others. Despite
promising results, we observed that the prediction of others’
actions generated strong perspective differences, which ul-
timately diminished the helping performance of our robotic
system. To solve this issue, we propose to predict the effects
of actions instead of predicting the actions per se. Such an
ability to predict the environmental state has been observed
in young infants and seems promising to improve the per-
formance of our robotic system.

1. INTRODUCTION
Young infants, from the beginning to the middle of their

second year of life, are able to altruistically help others with
no expectation of future rewards [7, 5, 4]. Traditional ap-
proaches suggest that an early form of empathy, or emo-
tional contagion, is the primary behavioral motivation for
young infants to act altruistically [7, 2, 3]. Yet, recent ex-
periments tend to show that a more general source of moti-
vation prompts infants to help others achieving their unful-
filled goal [4]. To better understand the origin of altruistic
behavior and to program this ability into robots, we devel-
oped a hypothesis for the emergence of altruistic behavior in
which infants are not motivated to help others based on emo-
tional contagion, but in order to minimize the prediction-
error (hereafter PE) between others’ predicted future actions
and current observations [1]. Although our results gave sig-
nificant proofs that PE minimization could be used as a

∗email: jimmy.baraglia@ams.eng.osaka-u.ac.jp
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behavioral motivation for robots to help others, computing
PE based on action prediction could not solve the differ-
ences between the own and others’ perspective. Therefore,
our robotic system failed to reliably achieve the expected
helping behavior. To solve this new issue, we must change
the way our robot perceives others’ actions and the con-
sequences of these actions on the environment. Warneken
and Tomasello [7] showed that infants from 14 months of
age could help others by handing out an out-of-reach ob-
ject directly to others, with almost no cases where infants
kept the object. This seems to indicate that infants prefer
to perform actions that would help achieving others’ goals,
rather than imitating the predicted actions. Furthermore,
other evidences strongly suggest that infants, already from
the age of 3 to 5 months, represent actions in terms of goals,
which is the relation between actors and objects. [6, 8].

Based on these evidences, it is clear that infants predict
the goal of observed actions rather that the actions them-
selves. Our model then needs to predict the future goal, or
targeted state, of an action and to estimate PE when the
state is not achieved as predicted. Consequently, PE will
be minimized when the goal is reached either by others or
by the robot regardless of the mean. The rest of this paper
is organized as follows: first, each module of our model is
briefly described, then the expected results are presented.
Finally a conclusion based on our previous results and liter-
ature evidences is given.

2. ROBOTIC MODEL
Our robotic model is a continuation of the work presented

by Baraglia et al. [1]. This model consists of five modules
and tries to minimize PE by executing actions in the en-
vironment to reach a predicted state. The details of each
module are presented in the following sections.

2.1 Scene recognition
The scene recognition module recognizes the environment’s

state including objects and others. An important point here
is that others are not differentiated from objects, instead
they are detected as parts of the environment. The recog-
nized signals were chosen based the developmental studies
previously presented [6, 8].

2.2 Action-state memory
The action-state memory is built as a Markov decision

process (hereafter MDP) based on the robot’s own experi-
ence of executing actions. When an action performed by
the robot changes the environment’s state, the action and
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Figure 1: Example of action-state memory. A: the
system updates his action-state memory by expe-
riencing the action ”Moving an object O2 toward
another object O1”. B. The system generalizes its
memory to other objects and recognizes the current
state of OH and O1, namely S1 highlighted in green.

the new state are memorized. As we assumed that others
are not differentiated from the environment, the system’s
own experience can be generalized for the recognition of the
environment’s state. For instance in Fig. 1 A, the robot
experienced putting two objects close to each other and can
generalize this experience to recognize the state of OH and
O1 in Fig. 1 B.

2.3 State prediction
The state prediction module estimates the future state

based on the current observation and using the action-state
memory. The prediction is applied to all the states recog-
nized by the scene recognition module and the targeted goal
is predicted as the possible future state with the highest
probability. In Fig. 1 B, the recognized state is S1, thus the
predicted state would be the future state with the highest
probability, here S2.

2.4 Estimation of prediction-error
The estimation of prediction-error module estimates PE

between the current state of the environment and the future
state predicted by the state prediction module. If the pre-
dicted state is not achieved within a predicted duration, PE
increases accordingly.

2.5 Minimization of prediction-error
The minimization of the prediction-error module tries to

minimize PE when its value becomes larger than a prede-
fined threshold. Using the action-state memory and the pre-
dicted future state, the system performs an action to mini-
mize PE. For example, in Fig. 1 B, if the predicted state is
S2, the system will perform the action Ai and Ai+1, namely
”move OH toward O1” and ”touch OH with O1” to reach S2.

3. EXPECTED RESULTS
Our previous results presented in [1] showed that esti-

mating PE based on the prediction of actions caused strong
perspective biases. For instance, if the experimenter was at-
tempting to grasp a ball but failed during the reaching, our
robotic model predicted the next action as being ”grasping”
and performed the same action to minimize PE. This ac-
tion was successful from the robot perspective, but failed
in helping the experimenter and could not replicate the be-
havior observed in infants. However, if the future state of
the environment is predicted instead of the action, we can
expect that the minimization of PE will lead to a behavior
that would be helpful from the experimenter’s perspective.
Indeed, when observing others failing to achieve an action,
the robot will first recognize the current state of the envi-
ronment. In a second time, it will predict the future state
based on its own experience and finally perform an action
that can achieve the predicted state and minimize PE.

4. CONCLUSIONS
To solve the perspective difference, we hypothesized that

our system should predict the targeted goal (or state) of an
action instead of predicting the future action. By generaliz-
ing self experience to the recognition of objects’ state in the
scene, our robot is then able to minimize PE by perform-
ing an action that achieves the predicted state, regardless
of the perspective differences. Such an approach is strongly
supported by developmental studies and its benefices on the
helping performances of our robotic system seem promis-
ing. Future experiments will test our assumption and prove
whether the state prediction can indeed improve the emer-
gence of altruistic behavior.
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ABSTRACT 
I depict many of the elements of human social cognition within 
one hierarchical structure—the tree of social cognition—and 
examine the implications of this structure for human responses to 
social robots and the proper design of such robots.   
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1. INTRODUCTION 
In response to intense demands of social life, human beings have 
evolved a number of capacities that allow them to make sense of 
other agents—to interpret, explain, and predict their behavior, 
share their experiences, and coordinate interactions with them. 
These capacities include simple processes such as gaze following 
or mimicry; complex processes such as imaginative simulation 
and mental state inference; and abstract concepts such as 
intentionality and belief. These capacities are typically subsumed 
under the label social cognition, but they belong together not 
because they form a “module” or can somehow be found in the 
same brain area; rather, what unites them is their responsiveness 
to a social environment of other intentional agents—who are 
minded, intelligent, and themselves engaging in social cognition.   
I attempt here to integrate many of these social-cognitive 
capacities into one structural representation.  I propose that the 
structure of social cognition is hierarchical in several ways: lower-
order capacities (LC) are often requirements for higher-order 
capacities (HC); LC have weaker processing demands and can 
often operate continuously and unconsciously; LC develop earlier 
in life and are likely to have evolved earlier in human history. The 
evidence for these claims is distributed over a large literature, 
exemplified by [1], [2] on developmental orderings, [3], [4] on 
evolutionary orderings, and [5], [6] on processing orderings.   
After introducing the structure as a whole I will comment briefly 
on a few key relationships among its elements.  Then I turn to 
implications of this integrative view of social cognition for the 
design and deployment of “social robots”—robots that are meant 
to interact with, live with, and most likely grow up with humans. 

2. THE TREE OF SOCIAL COGNITION 
Figure 1 displays many of the capacities of social cognition 
arranged in an approximate hierarchy, starting on the bottom with 
the fundamental identification of agents in the environment and 
building from simpler processes to the most complex processes.  
(For a glossary and detailed discussion of many of these 
components, see [7].) In addition, the figure displays a few 
essential activities that human beings perform in social life but 
that are not strictly part of social cognition; they are more general 

phenomena that are enabled by the availability of many social-
cognitive capacities.   

 
Figure 1. The tree of social cognition, with additional further 

enabled functions (e.g., moral judgment, joint action) 

Concepts.  A number of the depicted processes lead, over time, to 
abstractions—concepts such as agent, intentionality, desire, or 
belief. With experience, these concepts are triggered by a large 
range of stimuli and guide further processing—for example, if the 
agent concept is activated (by some triggering feature in the 
perceived entity), behavior parsing is initiated; when intentionality 
is activated (by some triggering feature in the parsed behavior), 
then goal identification, simulation, and mental state inferences 
are likely to be initiated as well.  Moreover, these concepts stand 
in specific logical relations to one another that form expectations 
about what can actually be observed. For example, intentionality 
⊃ belief & desire: an intentional action implies that the agent had 
some desire and belief (though inferential processes have to 
determine what those states are).  

Hierarchical dependencies.  To illustrate the many hierarchical 
dependencies among social-cognitive capacities, consider the 
following sample relations (marked with x ≺ y for x precedes y):   

Recognize agent & parse behavior ≺ detect intentionality 
Detect intentionality  & follow gaze ≺ identify goal 
Parse behavior & process face & mimicry ≺ automatic empathy  
Detect intentionality & simulation ≺ mental state inference 

These relations will typically be probabilistic, as one can arrive at, 
say, a goal representation in numerous ways (e.g., infer, hear, or 
read about it).   
Other resources.  Numerous other cognitive resources aid and 
facilitate the more complex social-cognitive capacities. For 
example, simulating another’s internal state must be enriched by 
knowledge structures in order to lead to an explicit mental state 
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inference. Some of this knowledge is activated by social 
categorizations (e.g., male, young) and may come with trait 
ascriptions that are not the result of bottom-up inferences but of 
top-down assumptions (Fiske Neuberg). Further, these resources 
and complex capacities interact to  enable general functions such 
as explanation, prediction, and moral judgment.  For example, 
moral judgment requires behavior parsing and mental state 
inferences, but it can only operate in light of a norm system that 
the perceiver knows and endorses. 

3. IMPLICATIONS FOR SOCIAL ROBOTS 
Two sets of implications of this hierarchical structure are worth 
considering.  The first is what this kind of hierarchical system 
means for human beings’ perception, judgments, and interaction 
with artificial agents.  The second is what kinds of design 
implications for robots we need to take into account if the goal is 
to create robots that themselves have social cognitive capacities.  

Humans responding to robots.  The sketched hierarchical 
system is highly responsive to initial activations at lower levers, 
and its operations and processes are likely to cascade upwards 
once set in motion. Thus, even a more primitive artificial entity 
may quickly engage the human social-cognitive system.  If the 
agent detector is triggered, for example, the system is likely to 
search for behavior, parses it, assigns intentionality to some of the 
parsed units, and tries to infer goals.  It take very little (e.g., eyes 
and a little bit of self-propelled movement) to promptly lead to 
goal inferences—even when, in reality, the observed entity may 
have no goals. This over-responsiveness can occur at many levels 
of the system. If the artificial agent has gaze and facial 
expressions (e.g., Kismet), for example, projection will invite the 
social perceiver to assume the agent has interest, emotional 
reactions, and intentions quite similar to the perceiver’s own. If 
the agent looks female and young (as the new headline-making 
robot “Pepper”), knowledge and expectations are likely to be 
triggered about personality or ability traits. And once 
intentionality, mental states, and traits have been inferred and the 
robot’s behavior violates a norm, moral judgment may well be a 
natural human response.   

The upshot of this brief analysis is that it may take very little to 
trigger the components of the human social-cognitive system, and 
because of the system’s structure, any one triggered component 
will engage others as well. A robot that has such power in 
engaging human social cognition but that does not have all the 
inferred or expected properties may easily disappoint, mislead, 
confuse, and ultimately be rejected. The implication for robot 
design is clear: We need to know which features of robots trigger 
which social-cognitive processes (and which other components 
the latter initiate in turn).  Robots that have these triggering 
features either must have the abilities, states, and traits that human 
partners are prone to infer, or else the robot must communicate its 
own limitations or its early stage of development, and perhaps 
invite the human partner to tutor, coach, and better the robot.  

Robots’ social cognition.  The growing sophistication and 
proliferation of robots in society pose a challenge to science—
given that robots of the near future are likely to participate in 
many aspects of human social life, such as healthcare, education, 
and law enforcement [8], what kinds of robots can safely take 
these roles? Among many important requirements for such robots, 
two closely related ones are autonomy and social cognition.  Why 
do robots need autonomy? Because otherwise they would utterly 
fail in the demanding tasks of interacting with humans, 
collaborating with them, and taking care of them.  Successful 

performance in such tasks cannot simply rely on prior programs, 
because human behavior is too complex, variable, and therefore 
difficult to predict, and if robots have difficulty predicting their 
interaction partners’ behavior, their own behavior in social 
interactions cannot be pre-programmed.  Instead, the robot must 
monitor a person’s responses to small changes in the situation and 
in turn flexibly respond to them. This flexibility requires 
autonomous decision making and, as the input to such decision 
making, social cognition. Human behavior may be hard to predict 
but it is a whole lot easier if the perceiver can infer goals, beliefs, 
emotions, and skills, and if the perceiver knows the social and 
moral norms that the human agent is obeying—because these 
norms are good predictors of at least aggregate behavior.  So the 
successful social robot of the future will need to be autonomous 
and adept at social (and moral) cognition. 

How, then, should we build such a robot?  Does it need to have 
the same hierarchical tree of social cognition that humans have?  I 
would argue, yes, in many respects its social cognition must be 
similar (at least functionally) so that humans can interact with the 
robot just like they expect to interact with other, real human 
agents. The human expects interest, trust, politeness, loyalty, and 
many other social traits from their interaction partners, and robots 
better deliver on those expectations. 

Finally, here is where the two sets of implications converge: If 
human social cognition weren’t so easily triggered, robots could 
have all kinds of features and properties, even preprogrammed 
and highly limited ones. But because we can fairly confidently 
assume that people do form strong expectations about their 
interaction partners, robots must meet these demands. Not only 
must they be smart, communicative, and helpful, but they need to 
show interest in “other minds,” in the mental states and 
personality of their human interaction partners.  
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ABSTRACT 
The uncanny valley hypothesis suggests that robots that are 
humanoid in appearance elicit positive and empathetic 
responses, but that there is a point where the robot design is very 
close to human, the robot becomes repulsive [1]. A possible 
mechanism underlying this phenomenon is based on the 
predictive coding theory of neural computations [2,3]. 
According to this framework, certain neural systems in the brain 
can ascribe humanness to a robot that is highly human-like in its 
appearance, and if the robot’s behavior does not match in 
realism to the appearance, there will be a processing conflict the 
neural network will need to resolve. Although this hypothesis is 
consistent with previous results in the field, empirical work 
directly testing it is lacking. Here we addressed this gap with a 
cognitive neuroscience study: We recorded electrical brain 
activity from the human brain using electroencephalography 
(EEG) as human subjects viewed images and videos of three 
agents: A female adult (human), a robot agent closely 
resembling her (android), and the same robot in a more 
mechanical appearance (robot). The human and robot had 
congruent appearance and movement (human with biological 
appearance and movement; robot with mechanical appearance 
and movement), and the android had incongruent appearance 
and movement (biological appearance but mechanical 
movement). We hypothesized that the android would violate the 
brain’s predictions since it has a biological appearance, but 
mechanical movement, whereas the other agents would not lead 
to such a conflict (robot looks mechanical and moves 
mechanically; human looks biological and moves biologically). 
We focused on the N400 ERP component derived from the EEG 
data. Since the N400 has a greater amplitude for anomalies and 
violations based on preceding context, we hypothesized the 
amplitude would be significantly greater for the android in the 
moving condition than the still condition, whereas the moving 

and still conditions of the robot and human stimuli would not 
differ. Our results confirmed out hypothesis, indicating that the 
uncanny valley might at least partially be due to violations of the 
brain’s internal predictions about almost-but-not-quite-human 
robots. Interdisciplinary studies like this one not only allows us 
to understand the neural basis of human social cognition but also 
informs robotics about what kind of robots we should design for 
successful human-robot interaction. 

Categories and Subject Descriptors 
H.1.2 [Information Systems]: User/Machine Systems – human 
factors, human information processing.  

General Terms 
Human Factors, Experimentation, Theory 

Keywords 
Android science, predictive coding, social cognition, action 
perception, cognitive neuroscience, neuroimaging 

1. INTRODUCTION 
As humanoid robots become participants in our lives in areas 
such as education, healthcare, and entertainment, we need to 
consider an important issue: How should we design artificial 
agents so that humans socially accept them and can interact with 
them successfully? An intuitive approach might be to make the 
robots as humanlike as possible so that they will be more 
familiar and tap into neural systems for social cognition that are 
already well-developed in the human brain.  

However, increasing humanlikeness does not necessarily result 
in increasing acceptance [4]. The uncanny valley is a 
phenomenon that refers to people’s response to artificial agents 
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such as robots and animated characters that possess almost but 
not exactly human-like characteristics. [1], who introduced the 
term, proposed that the relationship between humanlikeness and 
people’s response to artificial agents is not a linear one. Instead, 
increasing humanlikeness would elicits positive responses up to 
a certain point, whereafter increasing humanlikeness starts to 
elicit negative responses, which forms a “valley” where the 
agents are perceived to be creepy, odd, zombielike, or disturbing 
(Figure 1). Mori also posited that the effects would be more 
pronounced if the agent were moving rather than stationary.  

Figure 1. A depiction of Mori’s proposal [1], plotting the 
expected human responses as a function of a robot’s 
humanlikeness. The uncanny valley refers to the sharp dip 
in the acceptability of the robot as the appearance becomes 
increasingly humanlike. Note that Mori expected motion 
would exaggerate the effect and deepen the valley.  

As humanoid robots became more feasible to develop in recent 
years, the uncanny valley became a frequently discussed issue 
from both a theoretical and a practical viewpoint. [5] contended 
that the social, cognitive, and neurosciences would be invaluable 
if we were to understand this intriguing phenomenon. Indeed, 
empirical studies have recently been exploring the anecdotally 
well-known, but scientifically uncharted valley. Several 
subjective rating studies with a range of humanoid stimuli 
claimed that the uncanny valley might be a legitimate 
psychological phenomenon: For example, [6,7,8] used 
computer-animated faces and asked human subjects to rate such 
dimensions as humanlikeness, eeriness, attractiveness or 
pleasantness. In a similar fashion, [9] recently used human, 
robot, and prosthetic hand stimuli and reported eeriness ratings 
that were broadly compatible with the hypothesis. [10] also 
reported evidence for the hypothesized valley for very realistic 
humanoid agents in a study that collected social acceptability 
ratings with full-body computer animated agents as stimuli. 
However, their data did not support Mori’s proposal that there 
would be a more pronounced effect with moving stimuli. More 
broadly, some studies did not reveal evidence for Mori’s 
hypothetical curve with experimental data. [11] varied several 
motion parameters and explored how they influenced 
humanlikeness, familiarity, and eeriness ratings of human 
avatars, and did not find results resembling the hypothesized 
uncanny valley. The inconsistencies between the studies may be 
due to different dependent measures that were used in the ratings 
(e.g., likeability is a complex measure that is correlated with the 

humanlikeness dimension that is used as the x-axis of the Mori 
graph [12,13].  

In addition to rating studies, researchers have attempted to use 
less explicit measures such as gaze behavior to characterize the 
uncanny valley. Using eye-tracking and a parametrically varying 
set of avatar faces, [14] showed that ambiguous avatar faces 
(i.e., those that are at the category boundary between human and 
avatar) required greater depth of processing in the eye and 
mouth regions compared with unambiguous avatar faces. 
Similarly, [15] found that by 9-10 months of age, infants looked 
longer to highly familiar and strange faces compared with 
morphed faces near the boundary these categories. Furthermore, 
[16] reported that that monkeys looked longer at faces of 
monkey-like agents that were either of their own species or 
unrealistic animations compared with very realistic animations. 
Although this suggests the uncanny valley has earlier 
evolutionary origins, [17] used analyses of infants’ gaze 
behavior that early exposure to typical human faces in 
development constrained uncanny valley-like responses.  

Although these and similar recent studies have been a good step 
to scientifically characterize the uncanny valley, the underlying 
mechanism remains unclear. Possible mechanisms that have 
been proposed include threat or disease avoidance, mate 
selection, and Bayesian estimation or predictive coding 
hypotheses [6, 18, 19]. The latter hypothesis is linked to a more 
general description of neural computational properties of the 
brain [3, 20], and therefore promises a scientifically testable 
framework. According to predictive coding, the uncanny valley 
is related to expectation violations in neural computing when the 
brain encounters almost-but-not-quite-human agents. A growing 
body of work has linked Mori’s hypothetical curve to the 
processing of conflicting perceptual or cognitive cues, varying 
whether the stimuli are compatible with the elicited expectations 
or are in violation of them [13, 14, 19, 21-25].  

Behavioral studies alone are insufficient to directly test and 
identify mechanisms that underlie the uncanny valley, or to 
distinguish between alternative theories for numerous reasons. 
First, dependent measures such as subjective ratings require 
overt responses, whereas the uncanny valley phenomenon might 
be better studied with covert responses of humans’ subjective 
states that may even occur outside of awareness (cf. [26]). In 
addition, it is difficult to characterize a complex phenomenon 
with a single measurement such as pleasantness, familiarity, or 
eeriness as each can imply different cognitive and emotional 
states, and captures uncanny valley curve for different robot 
characteristics [27]. Second, behavioral studies only provide the 
output of the system, and do not address what kind of 
information processing underlies the phenomenon. Although 
methods such as eye-tracking or automatic attention paradigms 
have advantages over rating studies in this respect, to provide a 
mechanistic account of the uncanny valley, methods from social 
and cognitive neuroscience are likely to be more fruitful [16, 28-
31].  

Neuroscience methods such as neuroimaging have advantages 
that can help “demystify” the uncanny valley. First of all, there 
is the potential to provide valid dependent measures that can be 
used to operationalize the uncanny valley, and to situate it as 
part of a cognitive domain. Decades of cognitive neuroscience 
research have informed us about the basic functions of the 
human brain, perception and social cognition. It would be 
fruitful to use accumulated knowledge in these areas to inform 
robotics about how humans respond to and interact with social 
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agents [5, 30, 31]. Second, neuroimaging does not require overt 
responses since brain activity can be monitored on an ongoing 
basis. Last but not least, neuroimaging provides a rich a set of 
data, which can be more informative than individual behavioral 
measures. Temporally sensitive methods in particular provide a 
means to understand the time course of processing in 
comparison to ratings or reaction times, which only provide the 
output of the system. Overall, neuroimaging research has the 
potential to reveal the underlying mechanisms of the uncanny 
valley phenomenon. 

Indeed, there is now growing interest in using neuroimaging in 
the field. [22] used functional magnetic resonance imaging 
(fMRI) with a face stimulus set along a human-avatar continuum 
and found that ambiguous faces at the category boundary of 
human and avatar are processed differentially than the 
unambiguous faces within each category. Behavioral studies 
with animated faces support this category conflict explanation 
for uncanny valley, which is in line with the prediction error 
hypothesis [18, 32, 33].  Another example is our previous work 
[19], which used fMRI and based on the results, proposed 
predictive coding as a framework for future studies on the 
uncanny valley and the underlying mechanisms. In this study, 
brain responses to body movements of agents of varying degrees 
of humanlikeness with and without conflicting perceptual cues 
was compared. The agents were a human with biological 
appearance and biological motion, a very human-like robot 
(referred to as android) with biological appearance but 
mechanical motion, and a less human-like robot with 
mechanical appearance and mechanical motion (Figure 3). 
Notably, neural activity, especially in the parietal cortex 
differentiated the android from the other two agents. The data 
suggested, based on the functional properties of this brain region 
in the social cognition network, that the uncanny valley might be 
related to the violation of the brain’s internal predictions due to 
conflicting perceptual cues (appearance and motion). The human 
and robot agents exhibited congruent appearance and motion 
profiles (i.e. human looks biological, moves biologically; robot 
looks mechanical, moves mechanically) whereas the android 
exhibited incongruent appearance and motion (looks biological 
but moves mechanically). For the latter agent, the human 
appearance would elicit predictions that the motion will also be; 
when the agent instead moves mechanically, the brain network 
processing the agent would show evidence of processing the 
violations. The differential activity measured in parietal cortex 
could reflect this prediction error [2, 19, 34]. 

Although [19] used neuroimaging to situate the uncanny valley 
phenomenon in the scientific context of violation of predictions 
and the predictive coding theory of neural computations, the 
study was not a priori designed to test this theory. Thus, the 
proposed framework ideally needs to be further validated with 
independent experiments. Furthermore, fMRI has 
methodological limitations, most notably due to its limited 
temporal resolution. 

Electroencephalography (EEG) is an alternative neuroimaging 
method that allows recording brain activity with electrodes 
located on the scalp with excellent temporal resolution (Figure 
2). Importantly, a specific dependent measure derived from 
EEG, the N400 event-related potential (ERP) component, is an 
ideal measure with which to test the prediction error hypothesis 
or the uncanny valley. N400 is a negative-going ERP, which 
peaks around 400 ms after stimulus onset, and is maximal in 
fronto-central regions of the human scalp [35] (Figure 2). 

Although the N400 is elicited in response to any meaningful 
stimulus, its amplitude is greater for semantically or 
contextually anomalous stimuli (i.e., items that violate 
expectations). 

 

Figure 2. Depiction of the event-related brain potential N400 
component in a representative frontal channel (Fz) on the 
human scalp, which usually peaks in the time interval 
between 300-600 ms. N400 generally is distributed over the 
fronto-central channels on the human scalp for non-
linguistic visual stimuli [35]. 

In the present study, we used EEG, and report on analyses of the 
N400 component to directly test the prediction error hypothesis 
for the uncanny valley phenomenon. We presented agents of 
varying humanlikeness in still and moving forms as we recorded 
EEG (Figure 3). We used the same stimuli as the fMRI study by 
[19]: a human agent with biological appearance and motion, an 
android with biological appearance and mechanical motion, and 
a robot with mechanical appearance and motion (Figure 3). We 
hypothesized that the android would elicit a greater N400 in the 
moving condition than the still condition, as its mechanical 
movement would result in violation of subjects’ predictions due 
to the biological appearance it possesses. The N400 amplitude 
for the still and moving conditions would not differ for the robot 
and human agents, who possess appearance-motion congruence. 
Such a pattern of activity would provide strong evidence for the 
prediction error hypothesis, and inform us about the timing of 
the uncanny valley phenomenon.  

2. METHODS 

2.1 Participants 
Twenty right-handed adults (10 females; mean age = 23.8; SD = 
4.8) from the student community at University of California, 
San Diego with normal or corrected-to-normal vision, and no 
history of neurological disorders participated in the study. 
Informed consent was obtained in accordance with the 
university’s Human Research Protections Program. Participants 
were paid $8 per hour or received course credit. One subject’s 
data was excluded due to high noise during EEG recording. 

2.2 Stimuli 
Stimuli consisted of video clips of actions performed by the 
humanoid robot Repliee Q2 (in Robotic and Human-like 
appearance, Figure 3 left and middle images, respectively) and 
by the human ‘master’, after whom Repliee Q2 was modeled 
(Figure 3, right image). We refer to these agents as the Robot, 
the Android (dressed up robot), and the Human conditions (even 
though the former two are in fact the same robot). 
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Figure 3.  Sample frames depicting the three agents: Robot, 
Android, Human. Robot and Human had congruent motion 
and appearance, whereas Android had incongruent motion 
and appearance. In the present EEG experiment, both the 
still and moving forms of these agents were used.  
Repliee Q2 has 42 degrees of freedom and can make face, head 
and upper body movements [36]. The robot’s movements cannot 
match the dynamics of biological motion; it is mechanical or 
“robotic”. The same movements were videotaped in two 
appearance conditions. For the Robot condition, Repliee Q2’s 
surface elements were removed to reveal its wiring, metal arms 
and joints, etc. The silicone ‘skin’ on the hands and face and 
some of the fine hair around the face could not be removed but 
was covered. The movement kinematics for the Android and 
Robot conditions was identical, since these conditions 
comprised the same robot, carrying out the very same 
movements. For the Human condition, the female adult whose 
face was molded and used in constructing Repliee Q2 was 
videotaped performing the same actions. She was asked to watch 
each of Repliee Q2’s actions and perform the same action 
naturally. All agents were videotaped in the same room with the 
same background. Video recordings were digitized, converted to 
grayscale and cropped to 400x400 pixels. Videos were clipped 
such that the motion of the agent began at the first frame of each 
video. 

2.3 Procedure 
Since prior knowledge can affect judgments of artificial agents 
differentially [37], each participant was given exactly the same 
introduction to the study and the same exposure to the videos. 
Before starting EEG recordings, participants were shown each 
video and told whether each agent was a human or a robot, and 
the name of the action. Participants went through a practice 
session before the experiment. 

EEG was recorded as participants watched video clips of the 
three agents performing eight different upper body actions 
(drinking from a cup, examining an object with hand, 
handwaving, turning the body, wiping a table, nudging, 
introducing self, and throwing a piece of paper) (Figure 2A). 
The videos were presented in two modes that we call motion 
alone and still-then-motion. In the motion-alone condition, 2-
second videos were presented. In the still-then-motion condition, 
the first frame of the video was presented for 600-1000 ms (with 
a uniform probability jitter), and then the full video was played. 
The experiment consisted of 15 blocks. In each block, the eight 
videos of each agent were presented once in the motion-alone 

condition, and once in the still-then-motion condition. Stimuli 
were presented in a pseudo-randomized order ensuring that a 
video was not repeated on two consecutive trials. Each 
participant experienced a different pseudo-randomized stimuli 
sequence. 

Stimuli were displayed on a 19” Dell Trinitron CRT monitor at 
90 Hz using Psychophysics Toolbox [38, 39]. To prevent an 
augmented visual evoked potential at the beginning of video 
onset that might occlude subtle effects between conditions, we 
displayed a gray screen with a white fixation cross before the 
start of the video clip or still frame on each trial. Participants 
were instructed to fixate the fixation cross at the center of the 
screen for 900-1200 ms (with a uniform probability jitter). A 
comprehension question was displayed every 6-10 trials, asking 
participants a true/false question about the action in the just seen 
video (e.g. Drinking?), after which they responded with a 
manual key press (Yes/No response). 

2.4 EEG Recording and Data Analysis 
EEG was recorded at 512 Hz from 64 ActiveTwo Ag/AgCl 
electrodes (Brain Vision, Inc.) following the International 10/20 
system. The electrode-offset level was kept below 25 k-Ohm. 
Two additional electrodes were placed above and below the 
right eye to monitor oculomotor activity (1 additional electrode 
was placed on the forehead as a ground of the eye electrodes). 
The data were preprocessed with MATLAB and the EEGLAB 
toolbox [40]. Each participant’s data were first high-pass filtered 
at 1 Hz, low-pass filtered at 50 Hz, and re-referenced to average 
mastoid electrodes behind the right and left ear. Then the data 
were epoched ranging from 200 ms preceding video or first 
frame onset to 700 ms after video onset, and were time-locked to 
the onset of the video clips (motion-alone condition, see 
Procedures) or the first frame (still-then-motion condition, see 
Procedures) to compare the motion and still forms of the agents 
(we refer to these as motion and still conditions from now on). 
Atypical epochs of electromyographic activity were removed 
from further analysis by semi-automated epoch rejection 
procedures (kurtosis and probability-based procedures with 
standard deviation = 6). After preprocessing, grand average 
event-related brain potentials (ERP) and scalp topographies 
were computed and plotted for each condition using Brain 
Vision Analyzer.  

2.5 Statistical Analysis 
The time window between 370-600 ms was considered for N400 
analysis based on the grand average ERPs across all conditions. 
The area under curve measure was used to extract the N400 
values for each agent under both motion and still condition for 
each subject in frontal channels (AF3, AFz, AF4, Fz, F1, F2, F3, 
F4, F5, F6). After preprocessing, data were exported to 
ERPLAB (http://erpinfo.org/erplab) and area under curve 
measures were extracted by using this toolbox.  
We then applied paired t-tests on the average frontal channel 
activity to compare the motion and still conditions for each 
agent (Robot, Android, Human). Since we expected motion 
condition to be greater than the still condition for Android (and 
no effect for Human and Robot), our t-tests were one-tailed. 
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2.6 Localization of the EEG activity 
For identifying the neural generators (sources) of the activity 
during the N400 period, we used the LORETA method [41]. 
LORETA estimates the distributed neural activity in the cortex 
based on the scalp measurements of ERP differences. 
Localization of the EEG activity was as follows: First, we 
computed the N400 differences between the static and motion 
conditions of each agent (Robot, Android, Human), and then we 
took the grand average of the N400 differences. We then applied 
LORETA to the N400 difference waveform in the time interval 
between 370-600 ms to estimate the distributed neural activity 
underlying N400.  

 

 

3. RESULTS 
3.1 N400 component 
Our results indicate that observation of all agents elicited an 
N400 component regardless of the presentation mode (still or 
motion) in frontal sites (electrodes AF3, AFz, AF4, Fz, F1, F2, 
F3, F4, F5, F6; Figure 4A shows ERPs on a representative 
frontal channel Fz). The amplitude of N400 (measured with area 
under curve between 370-600 ms averaged across all frontal 
channels) in the still condition was significantly greater than the 
motion condition for Android (t(18) = 2.401, p<0.05), whereas 
still and motion conditions did not differ neither for Robot (t(18) 
= 0.388) nor for Human (t(18) = -0.346) (Figure 4A for ERPs, 
Figure 4B for bar graphs, and Figure 4C for scalp topographies 
to see the distribution of the effect on the whole scalp). 

 

 

 
 

 

Figure 4. (A) ERP plots of a representative frontal site (Fz) for still and motion conditions for each agent, (B) Bar graphs 
representing the amplitude (area under curve) for N400 (370-600 ms) for each of the conditions. N400 amplitude was significantly 
greater for motion than still condition for the Android (* p < 0.05), whereas they did not differ for Robot or Human (p > 0.05), (C) 
ERP scalp topographies representing the difference between still and motion conditions for each agent in the time interval of the 
N400 (370 ms – 600 ms). 
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3.2 Localization of the EEG activity 
Our source analysis with LORETA, which estimates the brain 
regions that generate the EEG activity, suggests that the 
generator of the N400 component is a distributed network 
including the middle and superior temporal areas, temporal-
parietal junction, and prefrontal areas (Figure 5, all agents’ 
motion-still differences collapsed). These areas align with the 
network that has been implicated for N400 with intracranial 
recordings and MEG in humans [35]. More interestingly, the 
maximal source density of this network was identified as 
Brodman area 40 (x = -60, y = -32, z = 29, MNI coordinates) in 
the inferior parietal lobule (Figure 5), which is the same area 
that differentiated the agent with appearance-motion 
incongruence (Android) from the other agents in an independent 
fMRI study with excellent spatial resolution [19]. 

 
Figure 5. Distributed brain network that is computed as the 
most probable generator of the N400 component of interest: 
middle and superior temporal areas, temporal-parietal 
junction, and prefrontal cortical areas. The maximal data 
point was found to lie in the inferior parietal lobule (marked 
with the circles), highly consistent with the prior fMRI study 
[19]. 

4. DISCUSSION 
In the present study, we tested the predictive coding as a 
potential underlying mechanism of the uncanny valley 
phenomenon. To this end, we used an established method from 
cognitive neuroscience, namely EEG, specifically focusing on 
the event related brain potential N400, which has been reliably 
associated with violation of predictions. Our stimuli consisted of 
three agents that had different levels of humanlikeness in 
appearance and motion dimensions: a human agent with 
biological appearance and motion, an android with biological 
appearance and mechanical motion, and a robot with mechanical 
appearance and motion. In this design, human and robot agents 
exhibited congruence in appearance and motion dimensions, 
whereas android agent had incongruity in appearance and 
motion. The agents were presented both still and moving, with 
the hypothesis that the android condition would elicit an N400 

differential (motion-still difference) due to its incongruent 
appearance and motion, whereas human and robot agents would 
not, as they had congruent appearance and motion. Our results 
confirmed these predictions: the moving android elicited a 
greater N400 component than the still android, whereas no 
difference was found for the moving and still presentations of 
the human and robot agents. Thus, these results provides support 
for the hypothesis that uncanny valley might involve the 
violation of the brain’s predictions. 

Our study demonstrates the benefit of using neural dependent 
measures in testing hypotheses about uncanny valley, whose 
underlying mechanism has remained unknown. Previous 
research mainly has focused on behavioral ratings in studying 
the uncanny valley. While these efforts have been a good step to 
operationalize the uncanny valley, they fall short for a number 
of reasons. For one thing, these studies generally ask for an 
explicit (or conscious) response in a certain dimension such as 
humanlikeness, eeriness, or familiarity. However, explicit 
measures might be too restrictive and might not be sufficient to 
characterize the reaction of the human subjects for uncanny 
stimuli. Neuroimaging has the advantage to measure human 
responses implicitly without asking for a specific response. In 
the present study, N400 was used as such an implicit measure. 
For another thing, behavioral measures provide only the output 
of the system (one data point), which is not very informative 
about the processing stages. Neuroimaging provides a rich set of 
data, and especially the temporally sensitive methods such as 
EEG allows one to monitor the information processing during 
stimulus presentation. In addition, well-established dependent 
measures, such as N400 as used in this study, help one to situate 
the uncanny valley in a well-studied cognitive domain. 

The use of event-related brain potentials in the present study is 
complementary to our previous neuroimaging study of action 
perception that used fMRI with the same stimuli. [19] found 
differential activity in parietal cortex for the android compared 
with the human and robot, which was interpreted as supporting 
evidence for the hypothesis that uncanny valley might be due to 
the incongruity of appearance and motion in the action 
processing network. The N400 effect for the android in the 
present study corroborates this interpretation. Using EEG has 
allowed us to link the uncanny valley phenomenon to cognitive 
processing using the well-established dependent measure N400.  

The current study has broader implications for future research 
on characterizing the uncanny valley. First of all, the 
appearance-motion incongruence presented in the current study 
is one specific violation of one’s predictions. In fact, [21] has 
shown that conflicting visual and auditory cues (appearance and 
voice) increase eeriness ratings in evaluating human and robot 
agents. In another study, [23] showed that incongruent 
appearance and touch (non-humanlike appearance and 
humanlike touch) resulted in fear from the robot in human 
subjects. Based on their exploratory rating study with a number 
of robot videos, [13] suggest that uncanny valley effect might be 
seen for agents that have mismatches in a variety of dimensions. 
On the other hand, robots differ from humans in a variety of 
ways, not only in their physical properties such as appearance, 
motion, and voice, but also in the way they accomplish tasks. In 
fact, [25] showed that children of 2-3-year-old showed different 
behavioral patterns based on the congruity of the robot 
appearance and contingency of its behavior upon their own 
behavior. Similarly, it has been suggested that congruity of 
facial expressions and actions determines uncanny valley 
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responses [24]. Thus, creating broader range of violations of 
one’s predictions could allow us to understand the sensitivity of 
humans to deviation from human dimensions. 

In addition, individual differences are a recent highlighted 
aspect of uncanny valley [42, 43] suggesting that people may 
show different patterns of reactions to humanoid robots, and this 
could well be studied with neural dependent measures. The role 
of experience and learning can also be studied, by testing people 
who have been exposed to robots or animated characters 
compared to those who have not. [44]. Previous research 
suggests that culture (e.g., western vs. eastern) as well as context 
are important factors in perceiving and interacting with 
humanoid robots [45]. Thus, these different groups’ expectations 
from robots might differ considerably from each other, resulting 
in different brain activity patterns in general.  

In conclusion, our study demonstrates that studying the uncanny 
valley with neuroscience methods can help us not only 
understand the underlying mechanisms but it can also inform 
human robot interaction. Furthermore, the uncanny valley serves 
as a window into human social cognition. Studying human brain 
responses when viewing robots has allowed us to study the 
functional properties of the neural systems that underlie agent 
and action processing, which are the building blocks for social 
interaction [5, 19, 29-31]. On the other hand, our study also 
gives insights about the design parameters of robots that will 
interact with humans. Based on the current data and emerging 
underlying mechanisms of the uncanny valley, we suggest the 
human brain’s expectations from a human-like agent should be 
considered in the design process for successful human-robot 
interaction. More broadly, we demonstrate that interdisciplinary 
work can not only improve our understanding of human-robot 
interaction, but also make individual contributions to both 
neuroscience and robotics.  
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ABSTRACT 

Early onset of blindness adversely affects psychomotor, emotional 
and social development [1], that mostly depend on spatial 
cognition. Some studies suggest that the lack of vision could 
potentially explain this delayed or weakened development since 
vision is the most accurate and robust sense to encode spatial 
information [2,3,4]. We recently found that blind people are 
severely impaired when asked to judge the orientation in the 
haptic modality and bisect intervals in the auditory modality [5,6]. 
These results confirm that vision is essential in building up spatial 
representations that might be essential to navigate in the 
environment and make interactive contacts with the others [6].   
Here we report for the first time also a substantial spatial 
impairment in proprioceptive reproduction and audio distance 
evaluation in early blind children and adults. Interestingly, the 
deficit is not present in a small group of adults with acquired 
visual disability. Our results support the idea that in absence of 
vision the audio and proprioceptive spatial representations may be 
delayed or drastically weakened due to the lack of visual 
calibration over the auditory and haptic modalities during the 
critical period of development.  
Recent findings suggest that the acquisition of spatial capabilities 
is driven by the reciprocal influence between visual perception 
and execution of movements [7]. We recently found that 
multisensory integration develops late (around 8-10 years of age) 
and that the absence of one sensory signal might impact on the 
development of perceptual skills in another sensory modalities. 
These results suggest that the absence of multisensory integration 
between vision and motion might cause perceptual disabilities in 
spatial perception. 
We aim to rehabilitate the sense of space in visually impaired 
children by strengthening the natural sensory-motor association of 
the intact senses. To do this, we developed a new rehabilitative 
device (ABBI, Audio Bracelet for Blind Interactions) meant to 
restore the sense of space in blind children. ABBI will provide an 
audio feedback about body movements that might help the blind 
child to understand and internalize the spatial structure around his 
own body. This approach is innovative, because unlike most 
existing sensory-substitution devices introduced in late childhood 
or adulthood, it does not require learning new “languages”, and 
can be applied in the first years of life. 

 

Keywords 
Visual disability, Blindness, Spatial perception, Multisensory 
integration, Development, Sensory Substitution Devices 

1. INTRODUCTION 
Spatial cognition is essential in everyday life for numerous human 
activities, as it entails the ability to understand and internalize the 
representation of the structure, entities and relations of space with 
respect to one’s own body [8]. There is a general consensus on the 
crucial role of visual experience in guiding the maturation of 
space cognition in the brain. Vision takes advantages respect to 
other senses in encoding spatial information because it ensures the 
simultaneous perception of multiple stimuli in the environment 
[2,3] despite the apparent motion of the array on the retina during 
locomotion and enables us to extract more invariant spatial 
properties from the surrounding layout [4]. Indeed, data from 
sensorial conflict situations [9-11] show that spatial auditory and 
tactile perception are strongly biased by simultaneously presented 
visual information, suggesting that sighted people tend to organize 
spatial information according to a visual frame of reference. These 
results suggest that vision typically provides the most accurate 
and reliable information about the spatial properties of the 
external world, and therefore dominates spatial perception.  

In people with visual disabilities, the absence of vision might 
cause substantial impairments in spatial cognition that are related 
to psychomotor, emotional and social competencies. The current 
literature provides few clues about how to reconcile the 
hypothesis that visual perception is essential to build up spatial 
representations in the other sensory modalities [6,12] with  
findings showing that blind people compensate for the lack of 
vision by strengthening the others senses [13]. The cross-sensory 
calibration hypothesis proposed by Gori et al. [6] states that 
during the early development vision calibrates the other senses to 
process specific aspects of spatial information for which it is the 
most robust sense. As a consequence, blind people would be 
impaired in those specific aspects of spatial cognition 

In the past years we have investigated how different senses are 
integrated during development, and how an impairment of one 
modality, such as in blindness, can impact on other modalities. 
The ultimate goal of our research is to exploit this knowledge to 
understand the brain and to create new rehabilitation programs 
and devices to increment sensory-motor abilities of children with 
sensory disabilities. We have recently conducted behavioral and 
rehabilitative  studies on the development of spatial cognition and 
mobility skills in sighted and blind children and adults.  

Behavioral studies. 
In the past years we observed that unlike adults, children of less 
than eight years of age do not integrate visual and haptic spatial 
information, with one or the other modality dominating totally 
[13]. This result suggests that during the early years of 
development, children use the cross-sensory information to 
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calibrate the senses to physical reality: the more robust sense 
calibrates the other. An important question is what happens when 
the calibrating sense is impaired or absent, as is the case for 
children born without sight.  
We run some behavioral studies to assess how the loss of vision 
impacts on the spatial sense of blind people. We found that both 
early children and adults are impaired in auditory spatial tests, like 
bisection and distance perception, and haptic spatial tests, like 
proprioceptive localization of arm and body in the space. The 
ability to localize sound sources in an environment is critically 
impaired in childhood but improves with ages. Moreover, the 
performance of the late blinds in both auditory and haptic tests is 
similar to the performance of the sighted individuals, showing that 
even a small period of visual experience allows the creation of a 
reliable spatial representation of the world.   
Rehabilitative studies.  
Since our studies reveal the presence of spatial impairments in 
blind people, our main goal is to successfully rehabilitate their 
sense of space. ABBI (Audio Bracelet for Blind Interaction) is the 
main device to achieve this goal [Fig.1]. This bracelet produces a 
sound when the acceleration of the arm movement exceed a fixed 
threshold: it gives precise information about when and how the 
movement is occurring, producing an auditory feedback about 
body movement similar to the one provided by the visual modality 
for the sighted person. This would help creating a spatial 
representation of the surrounding environment. Since the ABBI 
system can be used at an early age and in diverse contexts, it 
would represent an innovative and powerful rehabilitative tool for 
visually impaired people.  
A preliminary study with blindfolded adults showed that a short 
training session with the ABBI bracelet might improve the 
pointing accuracy in a sound localization task. We run a 3-months 
rehabilitative protocol with ABBI with 20 early blind and low-
vision children. They used ABBI for 1 hour per week in a 
controlled environment with expert rehabilitators and 1 hour per 
week of free play at home with parents. We found general spatial 
improvements in mobility skills such as walk velocity, auditory 
skills such as distance perception and proprioceptive skills such as 
sense of body location in the environment.   

2. DISCUSSION 
A veridical representation of space is fundamental for social 
interactions. The early absence of vision might adversely affect 
the full development of spatial cognition, leading to social 
impairments for the blind population. We think that social 
competence can improve by allowing blind people to understand 
and internalize an accurate representation of the surrounding 
space. We propose a new rehabilitative device (ABBI) that can 
help the young blind child to build up the spatial auditory maps 
necessary to navigate in the environment and make interactive 
contacts with the others. 

3. ACKNOWLEDGMENTS 
The research presented here has been supported by the European 
ABBI project ( FP7-ICT-2013-10-611452). 

 
 

3. FIGURES/CAPTIONS 
Figure 1. On the right, the ABBI (Audio Bracelet for Blind 
Interactions) device on the wrist. On the left, the smartphone on 
which is installed the app used to control ABBI functions. 
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ABSTRACT
The triplet formed by studies of cognition, interaction, and robotics
offers a number of opportunities for symbiotic relationships and
mutual benefits. One such avenue is explored by the workshop’s
main theme in which cognition is seen as a bridge between inter-
action and robotics. Exploring ideas along that direction leads, as
also discussed here, amongst others to the question of how theory-
of-mind mechanisms might facilitate interaction between humans
and robots.

A complementary view that we explore more fully here sees inter-
action as the bridge that connects robotics to relevant research on
cognition. We follow recent trends in social cognition that go be-
yond studying social interaction as the outcome of the individuals’
cognitive processes by seeing it as a constitutive and enabling ele-
ment of social cognition. Here, we discuss this idea and show that
it leads, amongst others, to the question of how interaction can be a
constitutive element of a robot’s cognitive architecture. It also leads
to pointers towards research in the cognitive sciences that is benefi-
cial to robotics but goes beyond cognitive architectures themselves.
We show that considering the degree to which the robot is perceived
by its end user as a tool and/or social partner points, for instance, to
distributed and/or social cognition approaches for methodologies
to evaluate human-robot interaction.

Categories and Subject Descriptors
I.2.9 [Computing Methodologies]: AI—Robotics

Keywords
Human-robot interaction evaluation, Distributed cognition, Social
cognition, Social interaction

1. INTRODUCTION
Cognitive science and robotics research have long found common
ground, whether this is to demonstrate the principles behind the-
ories of cognition using, for example, robots or to improve artifi-
cial agents based on insights gained about human cognitive abili-

ties. It is, however, noteworthy, that this common ground does not
necessarily consider the interaction between robots and humans –
most progress has indeed only necessitated one direction: human
cognition inspiring robot cognitive architectures [45] or, alterna-
tively, robotic models illustrating insights that could be relevant to
the study of cognition [48].

Simultaneously, robots and other types of artificial agents are in-
creasingly playing important roles in our society. Examples include
research on robots for use in medical or therapeutic contexts [32,
43, 30, 3, 40], game-playing robots [1], but also the increasingly in-
telligent, adaptive and decision-making cars in use today [17, 39].

As such agents become more ubiquitous, there is thus a need to ex-
tend the common ground covered by robotics and the cognitive sci-
ences into territories that concern such interactions. The 2015 HRI
conference workshop tackling these issues head-on is titled “Cog-
nition: a bridge between robotics and interaction”. This cognition-
centric view places an emphasis on cognitive mechanisms such as
Theory of Mind (ToM): one agent’s ability to create an internal
model of another agent and use that to predict that agent’s be-
haviour also improves the ability to interact with that agent [12].
Understanding these mechanisms – including, for instance, what
social signals human pick up on, or how robot analogues of human
ToM mechanisms might be constructed – leads to better interaction
between humans and robots: it becomes the bridge between robots
as such and interaction.

Here, as the paper title suggests, we explore the consequences of
viewing this characterisation from a different angle in which inter-
action is the bridge between cognition and robotics. We do this
to highlight aspects of cognitive science that are highly relevant to
(social or sociable) robots that interact with humans and that com-
plement the necessary focus on cognitive architectures. The pur-
pose is therefore not to disagree with the view of cognition as a
bridge between robotics and interaction, but rather to extend it with
the complementary insights that interaction as a bridge between
cognition and robotics leads to.

2. COGNITIVE SCIENCE AND ROBOTICS
The idea that robotics research might help to further research in the
cognitive sciences (and vice versa) has been around for a while, fu-
elled in particular by the developing prominence of embodied the-
ories of cognition [44, 6, 49, 52] on one side and increasingly well-
engineered and cheap(er) robots on the other. In this section, we
briefly discuss three traditional approaches to research that explore
this symbiotic potential. This will serve as a background against
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which to discuss the added contributions of a focus on the interac-
tive aspects.

2.1 Proof of concept
The first approach demonstrates principles of cognitive science (usu-
ally embodied or situated flavours thereof) using robots (see [48]
for a brief review of relevant work). The general theme is that
robots, through their design, display specific behaviours that are
not themselves explicitly represented within the system, thus illus-
trating that “embodiment and embedding can therefore replace in-
ternal algorithms and lead to stable, functional behaviour” ([48],
p. 4, emphasis in original). A similar example is that of mor-
phological computation [28, 27]; the idea that computations can
be offloaded into a suitably designed morphology. Well-designed
legs on a quadruped robot can for example lead to an appropriate
quadruped walking gait without the need for complicated control
mechanisms [28].

As such, the purpose of these models is first and foremost to illus-
trate by example concepts that would otherwise be difficult to verify
in a living organism. There is a benefit to robotics because these
illustrations tend to be viable implementations of behaviours that
might be useful for robotic applications too – such as pointers on
how to simplify locomotory control as in the example above. The
relevance to the study of cognition, on the other hand, is weaker:
it is possible that predictions generated by such a mechanism turn
out to match the biological counterpart (as in the case of Webb’s
cricket robots [47], see the discussion in [48]) but this is not a re-
quirement since the original purpose is typically the demonstration
of the concept (as in the case of robots that show tidying behaviour
even though their underlying controllers do not explicitly imple-
ment any such behaviour [21], again discussed in [48]).

2.2 Embodying models of human cognition
The second approach attempts to more directly study human cog-
nition using artificial agents. The motivation follows more or less
as a consequence of accepting embodied or grounded theories of
cognition according to which the body plays a fundamental, non-
abstractable role in cognition. The Chinese Room argument [34],
or the symbol grounding problem [16] are frequently cited in this
context and the conclusion drawn tends to be that a cognitive model
must be instantiated in a physical agent (how else could the role of
the body otherwise be represented?). It is, however, worth not-
ing that the mere provision of a robot instantiation does not by it-
self overcome the problems described, for instance, by the Chinese
room argument: indeed, the “robot reply”, in which a robot body is
used to provide a sensorimotor apparatus in which to “embody” the
computational model has already been considered and rejected by
Searle in his original paper [34] (for a fuller discussion, see [55]).

Another challenge that these robot-reliant ways of studying human
cognition face is simply that a robot body is not like a human body,
even if it is described as “humanoid” [54]. Embodied accounts (ir-
respective of the particular theoretic flavour) ascribe a role to the
body (and/or environment) that is fundamental in shaping cogni-
tion and cannot be abstracted away; yet robotic implementations
often begin with a sensory apparatus that is radically different from
the human senses and by necessity includes several simplifications
and abstractions. Vision, for example, is often simplified, for in-
stance by using brightly coloured and easily discriminable objects
[22]. Although an advantage of robotic models is that they force
integration from sensory perception to motor action [23, 26], this
integration is not as forceful as it seems.

It is of course true of all models that they must contain abstractions
and simplifications (otherwise they would not be a model). It has
famously been said that “all models are wrong; the practical ques-
tion is how wrong do they have to be to not be useful” [4]. When
the model is not just of the cognitive process (because it is, in this
view, meaningless to talk of “just” the cognitive process), but also
of the body, and therefore all sensorimotor aspects, as well as the
environment (whether this is because the agent is simulated or put
into a purpose-engineered artificial situation), one has to exercise
extra care when discussing the relevance of insights from such em-
bodied models to human cognition [41].

However, this is not to say that such models have no utility beyond
illustration of concepts (in which case, we should group them under
the proof-of-concept approach discussed previously). For instance,
any cognitive process that requires interaction with the environment
needs to be modelled in a manner in which such interactions are
possible. Even strongly abstracted sensorimotor mechanisms can
provide insights into minimal requirements for the cognitive pro-
cess of interest [26].

2.3 Cognitive science for the benefit of robots
The previous two approaches were examples of research whose aim
is first and foremost a contribution to the study of cognitive mech-
anisms. By virtue of necessitating a robotic implementation, there
is also a benefit to the field of robotics since, as previously argued,
the algorithms and controllers that are developed may find new ap-
proaches or solutions to problems and challenges in robotics.

At the same time, there is an approach to research at the intersec-
tion between the study of cognition and robotics that aims first and
foremost to benefit robotics research: knowledge and results from
the cognitive sciences can be used to create “better” (defined, for
instance, as an increased ability to cope with uncertainty or unpre-
dicted events) robots. ToM mechanisms are an important example
of cognitive mechanisms that have been used to this effect (see [12]
for a discussion of the two main flavours of ToM – theory theory
and simulation theory – in the context of social robots). Indeed, to
interact proficiently with humans, such robots may simply require
at least a rudimentary ToM; an internal model that can be used to
estimate mental states of humans, in particular their intentions, ex-
pectations and predicted reactions to actions by the agent [31, 40,
41]. A second example is given in [18] (as cited in [50]) - here the
insight that anticipation and perceptual simulation are important,
for humans, in the perception of conspecifics and joint action are
used to design a robot that can interact fluently with human part-
ners. Finally, see [11] for an early review of a large number of so-
cially interactive robots and the design principles and inspirations
behind them.

3. INTERACTION AT THE CENTRE
The previous section has illustrated a number of active research ar-
eas that explore the symbiotic relationship between research in the
cognitive sciences and robotics[45, 33]. It is readily apparent that
interaction does not necessarily need to be considered in these ar-
eas – it is naturally not excluded: the ToM mechanisms discussed
in section 2.3 are a prime example of a benefit that the study of
cognition brings to robotics whereas research on human interpre-
tation of robot movements leads to what aspects of robot motion
may involve mechanisms thought to underlie, for instance, social
interaction [13].
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3.1 Interaction as a constitutive component of
cognition

When interaction is considered in robotics research, however, it is
often understood as two agents1, one human, one artificial, each
with their own cognitive apparatus, using that apparatus to engage
in interaction with the other agent. This both reflects traditional
views in social cognition (which are mainly interested in the indi-
vidual’s internal mechanisms underlying interaction) and features
the same pitfall: not explicitly recognising that the interaction itself
is fundamental, and part of the overall cognitive process as opposed
to merely the result thereof [10]. In other words, the interactive
setting does not merely play a contextual role for an individual’s
cognitive mechanisms but also takes on enabling and constitutive
roles [10]. Just as a cognitive architecture in which the body does
not play a fundamental, irremovable and irreplaceable part of the
cognitive process is not an embodied architecture [55, 56], a cogni-
tive architecture in which interaction is merely a contextual aspect
lacks something.

This is the first core insight we gain from a focus on interaction: as
the field of social cognition is moving away from an individualis-
tic view of interaction, robotic cognitive architectures need to con-
sider the implications of an enabling, constitutive role of interaction
with other agents in their overall functionality (see also e.g [9] for
a similar argument). For example, robots are often built for spe-
cific purposes – their desired behaviour is therefore given by that
application. Yet, to deal with uncertainty and unforeseen events,
it is not desirable to specify all behaviours axiomatically at design
time – rather, the ability for appropriate behaviour to emerge from
the robot’s experience is needed. In this context, it can be shown
that casting the objective function modulating such emergence in
terms of interaction may lead to desirable, yet not unnecessarily
constrained behaviour [41].

3.2 Evaluating human-robot interaction (HRI)
Robots (and other artificial agents), as discussed before, can in al-
most all cases be expected to interact with humans to some degree.
There is therefore also a need to evaluate these robots in terms of
their interaction with humans. There are no “simple” metrics to
this end since successful performance, by definition, depends on
the human/artificial agent system as a whole.

In other words, one cannot consider the robot’s performance in iso-
lation; its success is a function of how well the agent/human sys-
tem functions (see [2, 10, 41] for related arguments). In some ap-
plications, for instance robot-enhanced therapy (RET) for children
with autism spectrum disorder (ASD) [32, 40], the ideal measure
(e.g. long-lasting benefits) is also simply unavailable since it can
only be meaningfully be sampled after years if not decades after
the artificial agent is deployed. Other scenarios might be entirely
open-ended and without any direct task to be achieved, yet the need
to evaluate the robot remains. Further, although it is possible to
achieve some form of evaluation by asking persons who interacted
with artificial agents to fill out questionnaires and similar (see also
[39] for an example in which just that has been done), such options
are typically not available if the persons interacting with the artifi-
cial agent are in fact children [2]. More generally speaking, these
methods usually require the subjects to have a substantial degree of
insight into their own cognitive processes.

1The present argument easily extends to multi-agent systems, but
two are sufficient for illustrative purposes

How to characterise and evaluate interaction has long been a topic
in HRI (see for instance the extensive survey and introduction to the
topics in [14]). An immediate realisation in such efforts is that there
is no “one size fits all” solution; robots can interact with humans
in a number of ways that then define and shape what one expects
from such interaction. This then leads to a number of proposals for
dimensions along which to rate the precise nature of the interac-
tion at hand. The ubiquitous example is that of autonomy: in 1978,
Sheridan and Verplank proposed a 10-step scale describing degrees
of automation, ranging from machines that are entirely remote-
controlled to machines that ignore human beings altogether [36].
Since then, there have been numerous discussions of the scale in
particular and the concept of autonomy in HRI in general (e.g. [14,
51, 38, 42]). It is for instance repeatedly argued that “human-robot
interaction cannot be studied without consideration of a robot’s de-
gree of autonomy” [42] (p. 14).

It is therefore worth emphasising that autonomy is a particularly
difficult term that can mean very different things to different people
[45, 53]. In HRI, for instance, the take on autonomy is often task-
oriented – referring, for example (as in Sheridan and Verplank’s
scale), to the degree to which the human has to assist the machine
in accomplishing a given task [51], thus measuring the degree of
automation. Cognitive scientists, on the other hand, might consider
autonomy more in terms of self-sufficiency, or behaviour that is not
determined entirely by external events but shaped by internal goals
of an agent [35].

This highlights an important point pertinent to the possible benefits
between the study of cognition and robotics: it needs to be kept
in mind that autonomy is an overloaded term (as are others) when
researchers from different disciplines meet. In [45], for instance,
no less than 19 different takes on autonomy are discussed, a list
that is by no means complete. Although we cannot possibly do the
concept justice here (and instead point to [45], Ch. 4), the relevant
insight is that, when the study of cognition and robotics meet, it is
critical to be clear about the terms one uses; a symbiotic relation-
ship depends on a common understanding of such concepts.

When autonomy refers to the degree of automation, it is a dimen-
sion in which social interactions occupy the middle of the range
(since there is no meaningful interaction in the fully automated case
and merely tele-operating a robot does not constitute social inter-
action with another cognitive agent). Likewise, other metrics that
fundamentally seek to evaluate HRI performance in terms of task
performance (e.g. robot efficiency and effectiveness in the task and
human situation awareness [38]) do not assess the social interaction
itself. Metrics that do would need to measure, it has been suggested
[38], interaction characteristics, persuasiveness, trust, engagement
and compliance, but the exact methodologies for that remain un-
clear.

3.3 Interaction-focussed HRI evaluation
It has been suggested [42] that we may not actually want to interact
with robots in precisely the same way as we interact with other hu-
mans. Whether or not one reserves the term “social interaction” for
human-human interaction or opens it up to human-robot interaction
is a different debate and does not per se invalidate the idea of evalu-
ating HRI as a type of interaction that can be usefully characterised
by metrics similar to those used for human-human interaction.

It does, however, lead to the interesting question of how robots (and
other artificial agents) are perceived – it is for instance known that,
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for some robots and actions at least, the human mirror system is
activated when observing robot actions [13] that can then be inter-
preted as being goal-directed [33], which does point towards the
likelihood that interacting with humans and robots – when they are
perceived as having some agency at least – may not be entirely dif-
ferent.

The interesting question therefore is to what degree robots are ac-
tually perceived as agents by the people they interact with. With
that characterisation, we can then return to the central theme of the
paper and discuss methodologies in the cognitive sciences that may
be useful for characterising human-robot interaction based on how
the robot is perceived.

In the context of increasingly automated vehicles, it has been sug-
gested that a useful way to characterise human-vehicle interaction
is by establishing the degree to which the vehicle is perceived as
a tool, used in navigation tasks, as opposed to an intelligent agent,
with whom the driver collaborates in solving the task [39]. Here,
we explore a similar characterisation for robots and artificial agents
in general. In particular, we illustrate in the next two subsections
that they can be understood by their end users as, to varying de-
grees, both tools and social partners.

Such characterisations have been used in the past: the “robot role”
(ranging from tool/machine to companion/partner) is, for example,
one of the suggested dimensions for determining the requirements
on a robot’s social skills [8]. Here, however, we use this dimension
to identify theories of cognitive science useful in evaluating human-
robot interaction. It is difficult to find such theories in the tradi-
tional overlap between cognitive science and robotics discussed in
section 2: the first two approaches, proof-of-concept and embody-
ing models, mainly use artificial agents for theoretical insights that
could include interaction between agents (see e.g. robot language
games [37]), but do not have to. When cognitive models are pri-
marily used as an inspiration for better robots, validation is given
by an adequate implementation of the targeted cognitive ability.

3.3.1 Artificial agents are tools
Artificial agents are usually created for a purpose - this can be aca-
demic (e.g. as demonstrators of cognitive theories or as tools for
studying cognition as discussed above) or with a practical appli-
cation in mind (e.g. for use in elderly care, therapy, navigation of
dangerous or inhospitable terrain and so on). They exist, therefore,
to assist humans in achieving certain goals (even if they are de-
signed as autonomous agents). Artefacts used by people in addition
to their own body to achieve a certain purpose are, by definition,
tools.

3.3.2 Artificial agents are social partners
Although artificial agents are, as argued above, always created for
a purpose, significant research efforts [45] are dedicated to creating
agents with interesting cognitive abilities (whether it is to show-
case models of these abilities or more directly to allow the agents
to tackle more complicated and less trivial tasks). It is therefore
clear that artificial agents can be seen as more than tools: indeed,
they can be social partners with whom we interact, collaborating
in solving the task for which they were created.

This highlights (again) that the artificial agent should not be seen
by itself but rather as interacting with humans. [2] for instance ar-
gues that technical challenges in cHRI (HRI in which the humans
are specifically children) may be overcome if we see the cognition

Figure 1: Diagram positioning artificial agents in function of
how their interactiveness and purpose specificity are perceived
by the end users. Boxes inside the diagram indicate the cog-
nitive science research strands one should primarily consider
when evaluating artificial agents in that area of the spectrum.

of a human/artificial agent ensemble as the product of their interac-
tion. A critical point these authors make is that one agent (e.g. the
human) can cover for potential failings of the other (e.g. the robot),
which in itself illustrates that one cannot evaluate the robot by itself
(see the credit assignment problem).

Viewing artificial agents as social partners also has consequences
for how one expects humans to interact with them. For instance, hu-
mans tend to modulate their behaviour based on their beliefs about,
amongst others, the cognitive abilities of the agent they interact
with [5]. This has been shown to extend to robots [46, 20]. Fur-
thermore, our recent research indicates that this extends even to
cars [39].

3.3.3 Artificial agents are tools and social partners
It is worth emphasising that the two views of artificial agents, as
sketched out above, are not mutually exclusive. In other words,
they do not form two ends on a scale as in previous examples of
similar scales [9]. Rather, artificial agents can be, to varying de-
grees, both:

• If a robot is built for very specific purposes, it is a tool created
to achieve that purpose. But not all robots are created for
such specific purposes: another scale used by Dautenhahn
[8] considers “robot functionalities” which can range from
clearly defined to open and adaptive. In a similar vein, we use
purpose specificity as a dimension along which to measure
whether or not an artificial agent may be perceived as a tool.

• Similarly, the degree to which a robot can be considered a
social partner depends on the degree to which it is seen as
interacting with its end user (by the end user). Again, in
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Dautenhahn’s set of scales used to determine social require-
ments, the analogue is the “contact with humans” dimension.
Here, we refer to this dimension as interactiveness of a robot
to more explicitly capture the fact the contact involves inter-
action.

These two dimensions - purpose specificity and interactiveness cre-
ate a 2D map of artificial agents (as sketched in Fig. 1). We resist
the temptation to populate the sketch with placements of example
robots and other artificial agents. To give but two examples:

• It can be argued that cars would typically score high on pur-
pose specificity (they are built purposefully for navigating
from A to B) and low on interactiveness (since – until re-
cently – they do not interact with the drive beyond providing
information about their internal state). There are, however,
significant technological developments [17, 39] that will in-
crease the interactiveness of cars. In the near future, cars
might thus move further to the right in Fig. 1.

• Therapeutic robots, for instance as used for ASD therapy
[32] are naturally highly interactive but their purpose is more
open-ended, [8], reducing their purpose specificity (especially
as perceived by the child). One could conceivably expect to
place them around the middle of the right side of the graph.

3.3.4 Cognitive theories for HRI
With this in mind, we can now consider cognitive theories that
have traditionally dealt with human interaction with tools and so-
cial partners. First, robots that score highly on the purpose speci-
ficity scale more or less directly speak to extended and distributed
views of cognition [19, 7].

From the extended mind view [7], we can take the position that the
artificial agent becomes just such an extension of the mind. The
cognitive process according to which the human uses the artificial
agent to achieve a certain purpose cannot be defined within the hu-
man alone; the artefact at a minimum becomes a resource (of what
type depends on the agent).

From distributed cognition [19], we similarly get the perspective
that cognition should be understood in terms of the interaction with
the material and social world. The paradigm additionally comes
with a large set of tools for analysing such interactions, most dom-
inantly ethnography (see [24] for an extensive review of these as-
pects of distributed cognition, including criticisms and rebuttals).
Distributed cognition has also already found applications in HCI,
for instance as a method “with which to understand the underlying
mechanisms of the relationships between humans and computer”
[24] (p. 63). For instance, a distributed cognition-inspired method-
ology for studying the interaction between humans and machines
in a maritime control room has been developed [25]. While it may
of course be too bold to refer to such a control room as an artificial
agent, the example illustrates that it is possible to take the basic
ideas from distributed cognition into a more formalised approach
to studying the interaction between man and machine.

When robots score high on the interactiveness scale, meanwhile,
it is possible (and necessary) to go beyond distributed cognition
and explicitly treat the interaction as social. Consequently, this
points to insights from social cognition. Here, social interaction
can, for instance, be defined as “two or more autonomous agents

co-regulating their coupling with the effect that their autonomy is
not destroyed and their relational dynamics acquire an autonomy
of their own” [10] (p. 441, emphasis added). A highly interactive
robot would necessarily possess some autonomy in the same sense
(and notably not necessarily the sense usually given to autonomy
in HRI, see the previous discussion in section 3.2); it is therefore
clear that any take on this agent that ignores the interactive aspect
will fail to adequately take into account this coupling.

A comprehensive review of methods that are useful in studying
social interaction can also be found in [10]. These include con-
versation and gesture analysis, with the particular insight that Mo-
tion Energy Analysis [15] could predict subjective assessments of
a therapy session’s quality based on bodily coordination between
patient and therapist [29] (as cited in [10]). Work such as this pro-
vides a clear entry point by which one could possibly evaluate ther-
apeutic robots, addressing for instance the concerns of [2] that one
cannot easily make children fill out a questionnaire. Even though
putting the focus of social cognition on embodied social interac-
tion is, as noted at the beginning, a relatively recent trend [10], it is
clear that the field is developing a range of techniques that are use-
ful for evaluating the quality of this interaction. These techniques
may well find further applications in the study of the interaction
between humans and robots.

4. CONCLUSIONS
We have highlighted the importance of interaction in the 〈cognition,
robotics, interaction〉 triplet. This perspective has enabled us to il-
lustrate that interaction is not just contextual, but rather an enabling
and constitutive component of social cognition [10]. Although cog-
nition can, as also illustrated here, rightfully be seen as a bridge be-
tween robotics and interaction, the latter also functions as a bridge
between robotics and cognition; in particular enabling robotics re-
search to develop cognitive architectures in which the interaction
likewise plays a constitutive, enabling component (as opposed to
being the outcome).

The perspective has also enabled us to consider the roles that robots
play when interacting with humans. We have argued that the de-
gree to which the robot is perceived as fulfilling a specific purpose
as well as the degree to which it is perceived as interacting with hu-
mans – in both cases as seen from the end user – are useful dimen-
sions to consider in this respect. In particular, the relative degree to
which robots score on these dimensions form a guide to theories in
cognitive science that can be useful to understand and evaluate the
interaction between the human and the robot.

Given that robots and other artificial agents (we have mentioned
cars in particular) are increasingly entering into our daily lives,
such evaluations become increasingly important. It of course re-
mains to be seen to what extent exactly one can translate the method-
ologies, explanatory tools and techniques from distributed and so-
cial cognition onto the study of artificial agents. Here, our purpose
has been to highlight that the relevance of cognitive research for
robotics goes beyond inspiration for better cognitive architectures
as such to include the study of how the human-robot system as a
whole functions. Such a perspective has relevance in many appli-
cation areas. In robots used for therapy, for instance RET aimed
at children with ASD, the child-robot system is more than just the
sum of a child and a robot - a relationship between the two exists
that cannot be abstracted away [9] and that has implications both
for the design of the cognitive architecture of the robot [41] and, as
argued here, for the evaluation of the robot.
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CODEFROR
COgnitive DEvelopment for Friendly RObots and Rehabilitation 
FP7-PEOPLE-2013-IRSES
MARIE CURIE ACTIONS: International Research Sta� Exchange Scheme
Starting date:  1st February 2014
Duration: 4 years

Social interaction is a bidirectional process based on a shared representation of actions and on mutual understanding 
and its study will help discovering how infants develop the understanding of actions, intentions and emotions to   
progressively improve their social behaviours. In addition, implementing models derived from human studies on robots 
provides a constructive approach to investigate cognitive developments and could bene�t both robotics (better robots) and 
neuroscience, providing a test-bed for the proposed theories.

Objective of the joint exchange project 
Investigate aspects of human cognitive development with the double goal of :
• developing robots able to interact with humans in a friendly way 
• designing and testing  protocols and devices for sensory and motor rehabilitation of disabled children. 

Methodology:
Combination of science driven investigation of human cognitive development and engineering based implementation of devices and 
protocols. This multidisciplinary program calls for a wide range of expertise both in terms of scienti�c communities (developmental 
psychology, robotics, sensory and motor rehabilitation), and in relation to engineering implementation (robots as well rehabilitation devices) 
and social exploitation (sensory and motor rehabilitation).

The exchange program proposed has the goal of joining the forces and expertises of the participating partners and of helping the 
formation and establishment of an international community of young researchers that shall e�ectively bridge the involved groups and 
their expertise in order to be e�ective in the long term.

Exploring the development of Human Cognitive Functions

TOPICS: 
• The development of multimodal integration
• The development of social skills

OBJECTIVES:
To  assess  the  dynamics  of  the  development  of  cross-sensory  calibration and the  transition  from  basic  social 
behaviours  at  birth  to  more  complex  social  interaction abilities.

Human-Human(oid) friendly Interaction

TOPICS:
• Basic social skills to bootstrap social interaction
• Social cues for human-robot interaction
• Cultural di�erences in human-robot natural interaction

OBJECTIVES:
To  de�ne  the  taxonomy  of  robot  behaviour  parameters  needed  to  allow  for  natural  interaction and to test  the  
validity  of  the  behavioural  models  derived  from  developmental  studies . 

Sensory, Motor and Cognitive Rehabilitation

TOPICS: 
• Sensory rehabilitation
• Motor rehabilitation and multimodal stimulation
• Cognitive rehabilitation

OBJECTIVES:
To  design new training protocols and devices to be used in the early years of life to stimulate sensory, motor and social development 
in children a�ected by disability, with particular reference to  cerebral palsy.  
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Cognitive development and architectures for cognitive robotics 

Symposium at the EuroAsianPacific Joint Conference on Cognitive Science 

Turin, September (between 25th and 27th) 

A key feature of humans is the ability to entertain models of other agents, to anticipate what they are going to do and 

to plan accordingly a collaborative action. Analogously the focus of cognitive robotics is on predictive capabilities: 

being able to view the world from someone else's perspective, a cognitive robot can anticipate that person's intended 

actions and needs. Hence, a fundamental aspect of cognition, both natural and artificial, is about anticipating the need 

for action and developing the capacity to predict the outcome of those actions. But how does this capability develop 

in humans and how can it be developed in robots?  

The goal of this symposium is to address these questions by investigating aspects of cognitive development through 

the development of cognitive robots. The discussion will focus on what is a cognitive architecture, on how predictive 

learning could lead to social cognition, and how bio-inspired cognitive architectures in robotics could prove 

fundamental for (physical) interaction. The session will start with an overview on artificial cognitive architectures by 

Professor David Vernon (University of Skövde), followed by talks on different aspects of cognitive robotics with a focus 

on learning and development by selected speakers as Professor Yukie Nagai (Osaka University) and Professor Jochen 

Steil (Bielefeld University). Professor Giulio Sandini (Istituto Italiano di Tecnologia) and Professor Minoru Asada (Osaka 

University) will chair the session providing an introduction and a link between the different perspectives of 

developmental cognitive robotics and discussing its relevance for a multidisciplinary understanding of cognition. 

This symposium is part of the CODEFROR project (COgnitive Development for Friendly RObots 

and Rehabilitation, https://www.codefror.eu/), which aims at joining the forces and expertise of 

the participating partners (Italian Institute of  Technology, Bielefeld University, Osaka University 

and Tokyo University) to help the establishment of an international community of researchers 

that shall effectively bridge the expertise of the different disciplines as robotics and cognitive 

sciences in the investigation of cognitive development. 

Program at a glance: 

 

 Giulio Sandini –  Introduction  

 David Vernon –  “Artificial Cognitive Systems”  

 Jochen Steil  –  “Biomorphic control as key for cognitive soft robotics”  

 Yukie Nagai  – “Predictive learning as a key for cognitive development: new Insights from developmental robotics”  

 Minoru Asada –   Conclusion  

Chairs: Alessandra Sciutti, Tomoyuki Yamamoto, Minoru Asada and Giulio Sandini 
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