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Workshop on Embodied Communication of Goals and Intentions

This workshop aims to bring together researchers from different fields working on robots that com-
municate with humans. The focus is on human-robot interaction and on embodied communication
of goals and intentions. It is assumed that there is a strong influence of action performance, gaz-
ing behaviour, spatial arrangement and spatial flow of action to infer goals and intentions from
humans. Learning and understanding in a social context should not be considered as an one-sided
process. Thus, it is interesting to study situations from the perspective of both the learner’s and the
teacher’s perspective. In this workshop, the intention is to investigate the challenges posed by such
complex interaction systems from different research perspectives. Therefore, we host talks given by
researchers with different backgrounds. The aim is to report on the state-of-the-art and promote
the exchange of ideas on how to enable a robot to interact with a human in a more natural way so
that it can directly learn from human instruction.

The organisers:
Katrin Lohan
Konstantinos Theofilis



Invited Talk

Planning for Human-Robot Interaction: Representing Time and Intention
Frank Broz, University of Plymouth

In many social tasks, it is important to reason about the intentions of others in order to coordinate
behaviour when goals are shared or resolve conflicts when differing goals could lead to them. In
this talk, I will describe a modelling approach that represents human-robot interactions as partially
observable Markov decision processes (POMDPs) where the intention of the human is represented
as an unobservable part of the state space and the robots own intentions are expressed through the
rewards. The state space and transition structure for these models are designed to represent time-
dependence in action outcomes and changes in the environment, which is necessary to successfully
coordinate behaviour in many domains. I will present results comparing the performance of policies
from these models to the performance of humans interacting with other humans for an interaction
task in a simulated environment. I will also discuss potential applications this approach to other
domains in human-robot interaction, including face-to-face interaction.

Bio:

Dr. Frank Broz is a research fellow at the Adaptive Behaviour and Cognition Lab at Plymouth
University. His current research involves the design and evaluation of multimodal robot interfaces
for eldercare as part of the Robot-Era project. His research interests also include planning for HRI
and the role of mutual gaze in face-to-face interaction. He received his PhD in robotics from Carnegie
Mellon University in 2008.



Invited Talk

Interaction with socially interactive robot companions
Kheng Lee Koay, University of Hertfordshire

The talk will discuss the role of embodied communication and interaction in human-robot interac-
tion scenarios in an assistive context. Examples of research on robot companions will be presented,
i.e., home companion robots meant to assist people in their own homes. The emphasis of the talk
will be on modes and modalities of interaction in order to create engaging scenarios.

Bio:

Kheng Lee Koay received his B.Sc. degree in robotics and automated systems and Ph.D. degree
from the University of Plymouth, U.K. in 1997 and 2003, respectively. He is currently a Senior
Research Fellow at the Adaptive Systems Research Group at the University of Hertfordshire, U.K.
His research interests include Mobile Robotics, Social Robotics, Robotic Home Companion, Human-
Robot Interaction and Agent Migration. He was involved in several European projects Cogniron
(Cognitive Robot Companion), LIREC (Living with Robots and Interactive Companions) and is
currently working in the FP7 European project ACCOMPANY (Acceptable Robotics Companions
for Ageing Years) and the EPSRC project Trustworthy Robotic Assistants.



Invited Talk

Communicating by Moving - Anecdotes about and Insight into Human-Robot Spatial
Interaction
Marc Hanheide, University of Lincoln

Enabling a robot to move among humans is not only a question of safety, but also of non-verbal
communication of intentions and goals. The spatially interacting partners (humans and robots)
continuously monitor and signal these by means of motion trajectories, body orientation, facial ex-
pressions, and gaze. In my talk, I will present our research in this area covering the understanding
of communicative signals, qualitative reasoning about trajectories and our ideas on long-term adap-
tation of navigation patterns in human-robot spatial interaction.

Bio:

Marc Hanheide is a senior lecturer in the School of Computer Science at the University of Lincoln,
UK. He received the Diploma in computer science from Bielefeld University, Germany, in 2001 and
the Ph.D. degree (Dr.-Ing.), also in computer science, from Bielefeld University in 2006. In 2001,
he joined the Applied Informatics Group at the Technical Faculty of Bielefeld University where he
worked in the European Union IST project VAMPIRE. From 2006 to 2009, he held a position as
a senior researcher in the Applied Computer Science Group as a PI in the EU cognitive robotics
project COGNIRON. From 2009 until 2011 he was a research fellow at the School of Computer
Science at the University of Birmingham, UK, working in the EU cognitive robotics project CogX.
Marc Hanheide is also a PI in a number of projects funded by the CoR-Lab and the Cluster of
Excellence CITEC, Bielefeld. In all his work, he researches on autonomous robots, human-robot
interaction, interaction-enabling technologies, and architectures for cognitive systems.
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Communicating Simulated Emotional States of Robots by
Expressive Movements

Sara Baber Sial and Aleksandar Zivanovic

Middlesex University, The Burroughs, London, NW4 4BT, United Kingdom
{s.sial, a.zivanovic}@mdx.ac.uk

Abstract. This research focuses on the non-verbal communication of non-
android robots by comparing the results produced by three different emotional
models: Russell’s circumplex model of affect, Tellegen-Watson-Clark model
and PAD scale. The relationship between the motion of the robot and the per-
ceived emotion is developed. The motion parameters such as velocity and ac-
celeration are changed systematically to observe the change in the perception of
affect. The embodiment is programmed to adopt the smooth human motion pro-
file of the robot in contrast to the traditional trapezoidal velocity profile. From
the results produced it can be concluded that the emotions perceived by the user
is the same on all three scales, validating the reliability of all the three emotion-
al scale models and also of the emotions perceived by the user. Moreover the
selected motion parameters of velocity and acceleration are linked with the
change of perceived emotions.

Keywords: Nonverbal communication, Human-robot interaction, Perceived
emotion, Smooth spline motion, Affective robots, Social robotics

1 Introduction

Increasingly, research is focusing on techniques whereby robots can work together
with humans in order to carry out tasks [1]. The safety and effectiveness of coopera-
tion may be enhanced by the human understanding the robot’s behavior and being
able to anticipate what the robot will do next. It is natural for people to perceive mo-
tion in terms of emotional behavior [2]. Nonverbal communication through motion
itself contains a lot of information about the physical state and the intentions of robots
[3]. The central focus of this research is to develop low level programming of move-
ment trajectories to represent a simulated emotional state of the robot. Three gestures
were programmed and were compared using three different emotional models that are
discussed in this paper. The key aspect of the experiment is that the robotic embodi-
ment used does not have significant anthropomorphic or zoomorphic features. The
embodiment is programmed to adopt a smooth motion profile based on human
movement characteristics, unlike the traditional trapezoidal motion used in industry
which looks “unnatural” [4].



2 Modeling Machine Emotions

The perception of emotions is very subjective. There are many different models that
are available for categorizing the emotions of the machine by the user. The detailed
study for these models can be found in [5] and [6]. Three different models of affective
emotional experiences used for visualizing the emotions are: Russell’s circumplex
model of affect, the Tellegen-Watson-Clark model and the PAD scale. The first two
models represent emotions in 2D space. The last scale used added the third dimension
for measuring the perceived emotion [7]. The perceived emotion for the same robotic
motion is measured by all the three scales to approve the validity of the user’s percep-
tion of emotions as well as testing the reliability of all the scales used.

3 Robot Platform and Software

The robotic embodiment used for this research is a 5 degree of freedom arm made by
IGUS®©, as shown in Fig. 1. This platform was chosen because it allowed low-level
control of the motor trajectory which was implemented using National Instruments
LabVIEW running on a PC and a real-time hardware platform, cRIO 9074 with 5
stepper drive modules (9501).

4 Selection of Gestures and Features that Affect Emotions

Three different gestures were used for observing the emotional states of the robot:
basic point-to-point motion, waving of the robotic arm and “bowing down to wel-
come”. The motion parameters used to show the change in emotional state were ve-
locity and acceleration. Changing these parameters, the robot changed its speed, tra-
jectory, time taken to reach same point and curvature [3]. Thus these two features
appeared to be relevant for the perception of the emotional state. The choice for the
values of velocity and acceleration were a subjective decision bearing in mind the
limitations of the robot hardware. The set of values for acceleration and velocity in
arbitrary units corresponding to three different gestures are shown below in Fig. 2.
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Fig. 1. IGUS© Robotic arm used for expressing emotions



. Gest'ure: 1 . Gesture:2 Gesture:3
Point-point motion Waving of robotic arm Bowing of robotic arm

Velocity Acceleration Velocity Acceleration Velocity Acceleration
250 10 100 15 30 30
800 50 100 5 50 50
2000 300 100 15 100 100

Fig. 2. Set of values used for all three gestures (arbitrary units)

5 Recognition of Emotions

Russell’s and Tellegen-Watson-Clark model for measuring emotions are divided into
four quadrants based upon the range of emotions. The third scale PAD is divided into
three ranges to measures the overall perceived effect of emotion. Moreover pleasure,
arousal and dominance are also measured individually at three different levels of low,
medium and high.

6 Methodology

The 18 participants who took part in the study were shown the three variations of each
of the three motions and were asked to mark on each of the model graphs the charac-

teristic they perceived. Examples are show in Figure 3.
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Fig. 3. Sample of marked questionnaires by the participants for all three scales



7 Results

7.1  Low velocity and low acceleration

For point-to-point motion at low values of acceleration and velocity, 95%, 83% and
100% of people perceived the emotion as sad, unhappy or tired according to Rus-
sell’s, Tellegen-Watson-Clark and PAD model respectively. Similarly for waving of
robot 83%, 83% and 95% of participants marked the motion as same for the three
scales respectively. The same holds true for bowing gesture i.e. 83%, 72% and 100%
of people marked same emotions for all three scales respectively.

7.2  Medium velocity and medium acceleration

At medium values of acceleration and velocity, the majority of subjects observing the
point-to-point motion i.e. 39%, 61% and 61% of people according to Russell’s, Tel-
legen-Watson-Clark and PAD model respectively, marked the emotions as happy,
pleased or calm. Similarly for the waving gesture, 39%, 61% and 78% of participants
marked the same perceived emotion for all the three scales respectively. The results
were similar for the bowing gesture i.e. 83%, 72% and 100% of people marked same
emotions for all three scales respectively.

7.3  High velocity and high acceleration

When the values of acceleration and velocity were raised, it was found that for point-
to-point motion 67%, 50% and 67% of participants according to Russell’s, Tellegen-
Watson-Clark and PAD model respectively marked the emotions as excited, alert,
aroused or surprised. Similarly for waving of robot 72%, 67% and 78% of participants
marked the motion as same for the three scales respectively. The results are similar
for the bowing gesture i.e. 61% of people according to all three scales marked the
same perceived emotion.

8 Discussion of results

From the results, it can be seen that the selected motion parameters of velocity and
acceleration are linked with the change in the perceived emotions. According to each
model for all the three gestures i.e. point-to-point motion, waving of the robotic arm
and bowing down to welcome, the majority of the participants perceived the motion
to be sad, unhappy or tired if the velocity and acceleration were low. As the accelera-
tion and velocity increased, the perceived emotion changed to happy and then excited.



9 Conclusion

A link was developed between the change in user perception of emotions and the
variation of the motion parameters of velocity and acceleration [8]. Moreover, a ro-
botic embodiment without any android features was capable of conveying emotions to
the user. The robot’s velocity profile at five different joints closely resembled the
human arm trajectory profile as shown by curves obtained by LabVIEW in Fig.4,
Fig.5 and Fig.6. For sad/unpleasant emotions the spline is distributed on the graph, for
pleasant/happy emotion it is contracted with an increase in amplitude and for excit-
ed/alert emotion, amplitude is high and the splines have shown contraction on the
graph. This profile can be compared with the velocity profile trajectories produced by
human arm [10].

It was observed that the audible noise produced by the robot changed with change of
emotional behavior. Research (e.g. [9]) has shown that sound is connected to emo-
tional expression. When the robot was perceived to be sad or unhappy the noise asso-
ciated with it was very low. However as the perceived emotion changed from sad to
happy and then to excited as the noise associated with robotic embodiment increased.
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10 Limitations and Future Work

It is important to highlight that the gestures were deliberately selected to be expres-
sive. However it was important from the aspect of developing a movement that should



be expressive and communicative to the user [11]. This might have had an effect on
the results found in this research.

Another potential bias associated with this robotic embodiment is the noise that it
makes during its motion (the sound from the stepper motors). This might help the user
to identify the perceived emotions.

The experiments performed for this research were preliminary. Clearly, more detailed
and varied experiments should be carried out. For instance, comparing the spline mo-
tion with the traditional trapezoidal trajectory generation or by repeating the experi-
ments with more gestures and emotions. Moreover, this research could be performed
on an anthropomorphic robot to see if the perception of emotions differs according to
the type of robot.

This research into the emotional behavior of the robot gives rise to several questions
that remain to be answered e.g. in the field of care and medication, is slow motion
perceived as a sad gesture or a careful gesture by the patient? For industrial purposes
can these emotional robots have the same efficiency and productivity rate as the ones
used now?
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Artificial Emotions to Assist Social Coordination in HRI

Jekaterina Novikova, Leon Watts

Department of Computer Science
University of Bath
Bath, BA2 7AY
United Kingdom
j.novikova@bath.ac.uk

Abstract. Human-Robot Interaction requires coordination strategies that allow
human and artificial agencies to interpret and interleave their actions. In this
paper we consider the potential of artificial emotions to serve as coordination
devices in human-robot teams. We propose an approach for modelling action
selection based on artificial emotions and signalling a robot’s internal state to
human team member. We describe an architecture that drives the display of arti-
ficial emotional gestures with a model of latched internal emotional states. We
also present preliminary data on human recognition rates for a candidate set of
artificial emotional expressions in a Lego robot.

Keywords: artificial emotions, action selection, human-robot collaboration

1 Introduction

Robots could act as members of a human team by assisting people who share a
given physical workspace, by performing action relevant to their joint goals. Research
on human-robot interaction (HRI) must address a number of challenges to make coor-
dinated action possible. Robots must act in a way that is understandable to the people
with whom they are working, through the way they move and interact with objects in
the shared space. In this paper we consider the potential of artificial robot emotions to
serve as coordination devices in human-robot teams. In order to benefit coordination,
artificial emotions should first of all be clearly expressed in a way comprehensible for
humans. At the same time, for robot emotion to function effectively in human interac-
tions, it is necessary to consider the internal relevance of the emotional state for the
robot’s operation so that intelligible mappings can be made to a set of signals for the
robot’s human partner. Without this step emotion is unlikely to serve interactions
well. The general aim of our work is to try to find a general way of communicating
internal robot’s state to humans in a way, which is both meaningful and natural for
humans and thus insure a successful social coordination between human and robot. In
this paper we propose a model for incorporating artificial emotions and emotional
expressions into an emotionally-triggered action selection mechanism based on Be-
haviour Oriented Design.


mailto:j.novikova@bath.ac.uk

Visual cues such as facial expressions are important in human-human coordination
because they assist people to make inferences about one another’s task-relevant state.
For example, a grimace might indicate difficulty or a smile may suggest some suc-
cess. Knowledge of this kind can help co-workers to bring their actions together at
particular points, or to reschedule or reallocate work in case of difficulty. Research on
emotion recognition, expression, and emotionally enriched communication is of great
potential importance to HRI and has been the subject of significant research effort
since the mid-1990s [1],[2],[4],[5],[8]. Most of the existing work in social and hu-
manoid robotics focuses on the recognition of human emotions or mimicking their
expression [1],[5]. However, from an interaction perspective, understanding of social
cues and a social context should not be considered as a one-sided process. In addition
to understanding human emotions, more work should be done on the role of artificial
emotions in influencing human behaviour in human-robot teams and their impact on
interaction.

Most of the state of the art research is focusing either specifically on the expression
of artificial emotions or on emotionally-based action selection. Our approach, how-
ever, focuses on coupling a subsystem that generates robot’s internal affective state
with a social signalling subsystem. We argue that this approach can assist in commu-
nicating the intent of a robot to a human during interaction by creating meaningful
expectations of actions associated with specific emotional expressions, like in human-
human coordination.

This paper is organized as follows. As a starting point we present the framework
for modelling artificial robotic emotions. It is followed by the description of the per-
formed study aimed to understand how a non-humanoid robot should express artificial
emotions in the way understandable for a human. Details of the study are given to-
gether with the results and analysis. Finally, we conclude with a discussion of the
results and suggest both implications for HRI and directions for further work.

2 Method

Artificial emotions in this study are represented as a factor for dynamic action se-
lection. A mechanism for generating an internal emotional state is used in conjunction
with a selection mechanism for visual cues that are intended to communicating the
current emotional state to a human. The artificial emotion system is designed to run
concurrently with other robot subsystems, such as planning, learning and signal proc-
essing. Emotional states are thus continuously computed and can drive the production
of emotional signals before and during the execution of actions [6].

2.1  Modelling Artificial Emotions

The framework for modelling artificial robotic emotions is presented in Figure 1.
The first phase of the emotional action selection includes detecting specific internal
and/or external conditions (C1, C2 and C3 in the Figure 1), following Breazeal [1]:
presence of an undesired stimulus, presence of a desired stimulus, a sudden stimulus,



delay in achieving goal. For determining an appropriate emotional state we use a sim-
ple valence-arousal representation for modelling basic emotional states, in a manner
analogous to Russell’s approach [8]. Here, arousal (EA in Figure 1) represents the
strength of a stimulus, and the valence (EV in Figure 1) shows a positive/negative
value of a stimulus.
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Fig. 1. The framework for modelling artificial emotions in robot.

All the detected conditions influence both valence and arousal values and thereby a
robots emotive response (E1, E2 and E3 in Figure 1). We also use intensity (EI1, EI2
and EI3 in Figure 1) as an additional property of an emotion. Emotional intensity in
this model is an internal state of an agent, which is changed dynamically while robot
is experiencing an emotion. Intensity depends on time, number of detected stimuli,
and an impact factor of an executed behaviour. Each emotion calls a specific behav-
iour of a dynamic plan. We use an impact factor (Behavioural impact in Figure 1) as a
property of a behaviour that depresses the intensity of the emotion this behaviour was
triggered by. While the selected behaviour is being executed it inhibits the intensity of
the emotion it was triggered by, i.e. intensity of an emotion is a function of a behav-
ioural impact over time. ‘Feeling’ an emotion is modelled as a latched process [7],
during which an intensity of the emotion is increasing over time from zero value until
the maximum threshold of 100, and is reducing back to zero after the executing be-
haviour inhibits it.

emotional
intensity

100

threshold:
threshold:

threshold:

time

Fig. 2. Latched process of ‘feeling’ an emotion.



The expression of emotion starts after an increasing intensity of the emotion
reaches the specified level thresholdl and stops when the specified level threshold? is
reached while the intensity is decreasing, as shown in Figure 2. The red line shows the
time period while the emotion is being expressed. The execution of the selected be-
haviour starts when the intensity of an emotion reaches threshold3. The execution of
behaviour, if not interrupted, stops when intensity of the emotion is zero. The green
line indicates the period of time while the selected behaviour is being executed.

The execution of the selected behaviour starts when the intensity of an emotion
reaches a specific level which is above the level of the start of expressing the emotion
and below the maximal intensity level. The execution of behaviour, if not interrupted,
stops when intensity of the emotion is zero. For managing interruptions, the following
model is used: if interruption happens when emotion intensity is below the thresholdl
level the behaviour stops, otherwise the behaviour is resumed. A latched process of
emotional intensity helps the system not to get "stuck" swapping rapidly back and
forth between two emotions, thus solving a common problem in other behaviour-
based architectures. There is always a delay between the expression of an artificial
emotion and the initiation of a behaviour it selects. Such a delay serves two important
purposes: 1) this presents a co-worker with the opportunity to infer its state and poten-
tial next action in relation to their own actions, and to adjust their work accordingly,
2) it has a role of an emotional ‘memory’ and makes the system more robust.

2.2 Expressing Artificial Emotions

We are planning a series of studies to better understand whether a non-humanoid
robot can express artificial emotions in the way understandable for a human. As a first
step, we have been experimenting with a Lego robot using two basic movements of its
body: moving the ‘neck’ forward/backward, and raising/lowering ‘eyebrows’. The
inspiration for this simple scheme is drawn from our basic arousal-valence underlying
model, with approach and avoidance of the neck as a metaphor for valence and eye-
brows reflecting the arousal concept. We programmed six combinations of these two
movements and then photographed them from two angles — front and % views, as
shown in Figure 3:

Fig. 3. Lego robot, expressing artificial emotions using a combination of two basic movements
of its body: moving the ‘neck’ forward/backward, and raising/lowering ‘eyebrows’.



The six pairs of pictures were used to construct a questionnaire. 27 people (14 fe-
males and 13 males) agreed to participate in a study to determine whether our simple
set of valence-arousal robotic gestures could be interpreted as emotional signals. 18
had no previous experience with any kind of robots, 4 considered themselves as ro-
boticists, and the rest had some previous interaction experience with robots. 18 were
over 40 years old, 3 were between 30 and 39 years old, and six were between 20 and
29 years old.

For each pair of images, participants were asked to select the most appropriate
emotional term from a set of possible responses: sadness, happiness, anger, surprise,
excitement, fear, other, no specific emotion and don’t know. They were also asked to
use a five-point Likert scale (very easy, easy, neutral, difficult and very difficult) to
rate their degree of confidence making that judgement.

3 Preliminary Results

Our preliminary data suggest that our simple two-dimensional robot movements
can be interpreted by people as expression of several basic emotions — sadness, hap-
piness, anger, surprise and excitement. However, judgements of sadness and surprise
were made most consistently participants, with a few alternative interpretations. For
example, the robot captured in the picture No3 was interpreted as being surprised by
14 participants, while none of alternative interpretations collected more than 6 votes
(Figure 4). Most participants rated their confidence in judging the emotional meaning
of the robot images as Easy (Figure 5), with no clear indication that some were harder
to interpret than others.
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Fig. 4. Expression No3 was interpreted as Fig. 5. Confidence of interpreting emo-
‘surprise’ by most users. tions, expressed by a Lego robot.

4 Discussion and Future Research Direction

The robot signals, treated as artificial emotional expressions, were recognized quite
easily by most participants. However, although the questions where users were asked
to evaluate the certainty of detected emotions were mixed with other questions in the
questionnaire, some of their answers were influenced by a central tendency bias, i.e.




users avoided extreme ratings. The questionnaire is going to be improved for the fu-
ture studies in order to avoid this problem.

The preliminary data shows that people find it easy to ascribe emotional states to
the robot they see in the picture. Several pictures of the robot were interpreted with
less noise and these were the pictures where users associated the robot with the emo-
tions of surprise, sadness and fear. Some of the results correspond to previous re-
search in human facial expressions recognition, such as e.g. raised “eyebrows” ex-
pressing surprise or lowered “eyebrows” expressing sadness [3]. We can suggest that
high level of arousal (as in surprise and fear) or high level of valence (as in sadness)
helps people to interpret artificial emotions expressed by robot more easily. However,
more studies are required to check this suggestion, especially in a dynamic context.

The architecture proposed earlier has been implemented and is currently being
validated by tests. We plan to further investigate our model of emotional action selec-
tion for a human-robot collaborative task where the robot must solicit assistance to
achieve its goal. We intend to investigate joint action as a function of three condi-
tions: emotional action selection with and without expression and emotion free action
selection. Our observations will help us to understand whether emotional communica-
tion will empower the robot to influence a human’s behaviour, and how social coor-
dination in HRI may be helped or hindered as a consequence.
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Abstract. We discuss the challenges and opportunities in building em-
pathic robotic tutors based on a preliminary Wizard-of-Oz (WoZ) pilot
study. From the data collected in this study, we identify situations where
empathy in a robotic tutor could have helped the conversation between
the learner and the tutor. The video presented with this paper captures
these situations where two children participants are interacting with a
map application and a robot tutor operated by a wizard.

1 Introduction

Wizard-of-Oz frameworks have been used in several studies [1] in order to collect
human-computer dialogue data to help design dialogue systems. WoZ systems
have been used to collect data to learn [2] and evaluate dialogue management
policies [3]. The main objective of this pilot WoZ experiment was to collect multi-
modal data namely video, audio, user-wizard interaction to help understand the
requirements for building an artificial embodied intelligent tutoring system to
engage in empathic interactions.

The WoZ setup described in [4] comprised of the wizard interface, interactive
touch table with map application, cameras and the robot. The participants aged
8-10 had to solve a treasure hunt map-reading activity and follow the tutor’s
instructions in a step-by-step manner. In this paper', we give a preliminary
qualitative analysis of the pilot data gathered to inform requirements for an
empathic tutor.

2 Opportunities and Challenges

There are clear challenges involved in such a WoZ data gathering experiment. In
this section, we describe these challenges and discuss lessons learned and require-
ments going forward. Firstly, when the map application faltered (i.e. zoomed in,

! This work was partially supported by the European Commission (EC) and was
funded by the EU FP7 ICT-317923 project EMOTE. The authors are solely respon-
sible for the content of this paper and video



became non-responsive, etc), users looked frustrated. They seemed helpless and
did not know how to proceed until there was some other form of intervention to
reset the application.

Secondly, on occasion there were circumstances when a human tutor could
have easily pointed out where some of the map features are (e.g. when find-
ing the train station, etc) or directions when users are confused. However, it is
challenging for a robot to do so using its arms. This presents us with an op-
portunity to utilise multi-modal outputs through the application running on the
touch-table, for example pointing out map features by overlaying shapes such as
circles, bounding boxes and arrows on top of the map.

Thirdly, response times of the robot (i.e. wizard) were perceived as too long
as evidenced by the children’s “blank” expressions after giving an answer and
waiting for a response. It is important to intervene quickly when the user is
about to make poor choices (such as walking in the wrong direction or looking
in a totally different zone for answers). This presents us with the challenge of
effective turn management wherein the tutoring system needs to decide how
to stall during diagnosis (for examples using backchannels or encouragement),
which dialogue move to select and when to intervene by continuously monitoring
the state of the map application.

3 Conclusion and Future work

The scenarios described above present the tutor with opportunities to be em-
pathic and help the learner to handle difficult situations while staying inside
the zone of proximal development. It has been shown through this initial study,
evidenced in the video, that key to this empathic behaviour is responsiveness
and expressivity of the robot tutor.

Future work includes a full WoZ experiment whereby the data will be used
to understand how human tutors, through a robotic interface, adapt to learners’
emotions and cognitive states in tutorial tasks. The intention is then to use
these data to learn appropriate pedagogical moves and dialogues strategies for
an autonomous empathic agent.
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Abstract. Developing intelligent robotic systems that can robustly understand
verbal spatial commands requires large datasets for accurate training. Previous
work has been limited by using examples of only several hundred utterances.
This paper presents Train Robots (http://www.TrainRobots.com), a new online
game with a purpose that has collected over 5,000 commands through crowd-
sourcing. In the game, players are shown before and after images of a board
with blocks and a simulated robotic arm. Participants are asked to enter com-
mands to instruct a hypothetical robot to rearrange blocks to match subsequent
images. To promote high-quality data, players vote for each others’ commands.
We describe the design of the collaborative game and compare the different me-
thods used by players to instruct the robot to manipulate its spatial environment.

Keywords: Human-robot interaction, natural language, spatial reasoning, robot
commands, machine learning dataset, crowdsourcing, game with a purpose.

1 Introduction

For a robotic system to naturally and effectively interact with humans, understanding
commands given in natural language is essential. Over the past decade, state-of-the-
art natural language processing components such as statistical parsers [1, 2] and se-
mantic taggers [3] have been applied to robotic systems with increasingly promising
results. However, most of these experiments have been performed on a small scale
with limited amounts of data. In contrast, the datasets used to construct machine
learning systems for classical problems in computational linguistics such as statistical
parsing are much larger, with some treebanks at over a million words in size used for
training [4]. However, no datasets of a comparable size exist for training integrated
robotic systems that utilize natural language processing components.

This paper proposes the construction of a new large-scale dataset to address this
challenge, focusing on a spatial task. The dataset consists of 5,000 commands (77.3K
words) with corresponding images. Due to its nature as a free game, it is expected that
the resource will grow significantly over time. Once completed, the resulting data will
be made freely available to researchers, to encourage the development of intelligent
systems that can perform spatial understanding with comparable accuracy to humans.
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2 Previous Work

Data for building language understanding systems has been collected for a variety of
robotic systems, such as the RoboCup corpus, consisting of 300 examples of coaching
advice given to embodied football robots [1]. However, although used to train natural
language understanding systems, these sentences were annotated in English after the
event, based on instructions given to robots in an alternative machine representation.
In more recent work, Amazon Mechanical Turk has been used to collect commands
for a simulated forklift robot by annotating actions in video data. This dataset is also
not large-scale, consisting of only a few hundred example sentences [3].

In contrast, much larger datasets have been successfully constructed by human an-
notators for non-robotic linguistic work. Phrase detectives is one such effort [5]. Pre-
sented as a game with a purpose, over one million words of text have been annotated
by volunteer players for pronoun anaphora resolution. Players are rewarded through a
points system, and compete to obtain the highest scores. Train Robots is inspired by
this and other games with a purpose such as Google Image Labeler [6]. In contrast to
paid annotation projects, collecting data through free online gaming has the benefit
that it is open-ended and highly scalable, with the potential to accrue much larger
volumes of data over time without incurring on-going development costs.

3 Game Design

The eventual aim of the Train Robots dataset is to construct a robot able to robustly
understand spatial commands. It is envisioned that this robot will learn from the data-
set once this reaches a significant size. For this reason, the game has been designed to
allow for automatic evaluation of the accuracy of robotic commands, by using a dis-
crete simulated spatial environment (Figure 1).

Fig. 1. An example board shown to players consisting of before (left) and after (right) images.



3.1 Environment

The robot’s simulated environment consists of an 8 x 8 board that can hold prisms and
cubes. These blocks occur in eight different colors, chosen for their contrast (red,
green, blue, yellow, cyan, magenta, gray and white). The game also has a basic set of
implicit physical rules. Blocks can either be supported by the board, the robot arm or
by other blocks, so that a block left midair will fall. However, prisms cannot support
other blocks so that these must be placed on the board, or on top of cubes. The robot’s
gripper can move to any discrete position within an 8 x 8 x 8 space above the board.
The lengths and angles of the arm’s joint segments have been designed to allow the
gripper to pick up blocks in nearly all configurations without collision. The images of
the environment shown to players were rendered offline using Java with OpenGL,
with the arm based on a 3D model developed for the game using the free version of
Google SketchUp. The game utilizes a pool of 1,000 image pairs that were manually
developed offline. These board configurations are not random. Instead they have been
purposefully designed to include a variety of examples of spatial ambiguity, with
subtle differences in layout that are challenging to describe verbally.

3.2 Game Flow

To uniquely identify participants, new players are asked to register before joining by
providing an email address and a game password. As well as sign-in credentials, tim-
ings of actions within the game and IP addresses are recorded to detect duplicate lo-
gins. This feature was added after a small minority of players initially logged in to the
game using the same account on multiple different machines.

Once users have signed in, their previous score is displayed and the game indefi-
nitely repeats a three-round cycle. For incentive, as well as to provide examples of
accurate commands, the first two rounds of each cycle are voting rounds, in which
players rate previous commands from 1 to 5. Points are awarded for accurate voting
compared to the majority. Similarly, players who enter high-quality commands gain
bonus points when their command is voted as accurate. In the third round of each
cycle, players enter new commands for a random image pair selected from the 1,000
pre-constructed board configurations. The cycle repeats until the player logs off, with
voting scores and commands saved to a database.

4 Crowdsourcing Accuracy

Data accuracy is a common problem for crowdsourcing projects. For Train Robots, an
accurate command is one that is of ‘gold standard’ quality and of potential use for
robot training. Accuracy can be measured either by using the in-game player voting
metric, or by comparing to an expert player. Although crowd voting is useful for in-
centivizing players within the game, it is subject to a similar set of errors as crowd
annotation when only a few players vote. This section focuses on the second ap-
proach. An expert reviewed a random sample of 1,000 commands, and judged each
command as accurate only if it correctly described the move between the two boards.



Before the game was made available to the general public, five annotators were
paid to initially seed the database, each playing for 900 rounds and entering 300
commands (a total of 1,500 commands). This section evaluates the paid commands
together with over 3,500 further commands entered by 92 volunteers. Table 1 below
presents the results of the evaluation process, as judged by an expert player. Only
69% commands on average were considered valid for the corresponding pair of im-
ages. However, the average time taken to enter commands as well as command accu-
racy was found to be consistent between the two groups of players, demonstrating that
unpaid volunteers playing for enjoyment perform as effectively as paid annotators.

A manual review across both groups found the main reasons for invalid commands
included: confusing the two images (68% of all invalid commands), ambiguous com-
mands (12%), incorrect perspective (7%) and typos or missing words (5%). Surpri-
singly, many players confused the before and after images. For example, for Figure 1,
a common mistake is a command similar to ‘Move the yellow pyramid on the gray
tower to the tower nearest the center of the board’. Although the game has each image
clearly labelled as before or after, once players identify image differences they typi-
cally enter their command quickly and move to the next round, possibly leading to
this confusion. A future improvement could be to replace static images with videos.
Ambiguous commands are another challenge to data quality, such as ‘Move the yel-
low block to another tower’ for Figure 1. Over-generalized commands such has these
are difficult for automatic evaluation, as a command with several possible outcomes
may require a human to decide if a robot carried out the task correctly. The third most
frequent source of error was incorrect perspective, in which a small minority of play-
ers used left and right to mean their perspective and not the robot’s.

The evaluation also found examples of typos judged too inaccurate for gold-
standard data. Interestingly, nearly all commands entered by players lack punctuation
or capitalization, as players prefer to play as rapidly as possible. In addition, deter-
miners are often dropped, such as in 'Put yellow block on gray block’. Abbreviated
commands are judged as accurate, as a robust robot would be expected to understand
these. However, despite brevity, the average command length was 15.47 words, as
most players provided detailed spatial descriptions to the hypothetical robot to convey
the intended meaning of the move between boards. Other mistakes included spelling
errors such as ‘reb’ for ‘red’, as well as more serious errors such as missing words,
leading to commands that were not understandable even to expert players.

Commands by paid players Commands by volunteers

Metric
Valid Invalid Valid Invalid
Accuracy 69.5% 30.5% 69.2% 30.8%
Average time | 29.2 seconds 28.8 seconds 29.8 seconds | 29.6 seconds

Table 1. Accuracy measured by an expert and average time taken for entering commands.




5 Resolving Spatial Ambiguity

Two common methods used by players to resolve spatial ambiguity within the game
are referring to spatial context and assuming a shared knowledge of game physics.
For the image pair in Figure 2 below, players are required to instruct the robot to
move a specific green prism. The method employed consistently by all players for this
scene was to ask the robot to move the prism laying between the cyan and magenta
blocks (although often with alternative color names). For this scene, the obvious spa-
tial description strategy is to use landmarks as spatial context, a technique commonly
used to ground objects in natural language [7]. Players of the game assumed the hypo-
thetical robot to have a similar level of spatial awareness.

For Figure 3, all players assumed a command such as ‘move the gray block to the
nearest blue block’ would be unambiguous, as the robot would understand that choos-
ing a gray block from within a stack would be unphysical in a single move. Because
the game is a simplified simulation of a real three-dimensional scene, players assume
that the rules of the game are based on real physics. It would be expected that humans
describing their intentions to a embodied version of this robot would also assume it to
have an understanding of the physical rules of its environment.

Fig. 2. Using spatial context to move one of three possible green prisms.

Fig. 3. Knowledge of game physics for choosing a gray block.



6 Conclusions and Future Work

This paper presented Train Robots, a new game with a purpose for annotating robot
commands. At present, the dataset consists of 5,000 commands (77.3K words), of
which an estimated 70% is considered to be of sufficiently high-accuracy to be suita-
ble for training machine learning systems. Future work is planned to include improv-
ing the data collection task as well as using the data to train a robotic system.

A more interesting version of the data collection task would be interactive turns via
human-human interaction, so that two players incrementally annotate a sequence of
moves. It is likely that an incremental version would involve shorter commands that
are refined by players in later turns, as well as provide better examples of more com-
plex spatial language [8]. It is also planned to relate the resource to other spatial cor-
pora [9], by re-annotating related spatial scenes in the context of robotic commands.

Finally, it is planned to use the dataset to develop a spatial planner and a semantic
parser. It is envisioned that these two computational components would form the core
of a natural language understanding system. A planner would execute commands
specified in a formal robot control language (RCL), while a semantic parser would
translate natural language (NL) into RCL statements. Planned work towards this in-
volves annotating the NL commands in the dataset with a formal semantic representa-
tion, to enable machine learning for joint spatial grounding and semantic parsing.
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Abstract. A robot has to deal with a broad variety of information con-
veyed via verbal and non-verbal channels to be able to observe and listen
to a task presented by a human teacher. We have collected a small cor-
pus of human-human dyads to investigate how information is presented
through verbal and/or visual channels. Apart from the characteristics
of spoken language, the qualitative analysis of the data shows: (i) broad
variation in wording regarding objects and actions, as well as omissions of
lexical referents, (ii) patterns of use of verbal references and/or commu-
nicative gestures for directing the attention of the learner, (iii) a temporal
structuring of the task by verbal means for all teachers, and (iv) the use
of generic "you" for most of the teachers.

Keywords: task descriptions, embodied language processing, oral com-
munication

1 Background

In face-to-face communication, people do not only use speech but a multitude
of non-verbal behaviours such as nods, communicative gestures, gazes, object
manipulation gestures, etc. The vocal and the gestural acts together comprise
the information necessary for the observer/learner to understand. Findings from
embodied cognition have shown the importance of action and perception during
language comprehension in humans [5,6,12,13]. If robots are to interact with
humans in natural ways in the future, a number of serious issues in multimodal
communication must be tackled. With the present contribution, we aim at illus-
trating the problem and state (minimal) requirements for system functionality.

Imagine a robot that can analyse, interpret, and learn from task oriented
presentations where a human teacher shows some activity to the robot learner
and explains what she/he is doing by means of task accompanying speech. In
the present paper, we investigate which kinds of communicative signals and their
variations a robot should be able to deal with when it is presented with a task.
We recorded human-human dyads to see which information is typically conveyed
by which channels.

Clark and Krych [4], for instance, argue that human-human dialogue is a
bilateral, opportunistic, and multimodal process where common ground is con-
tinuously updated. The authors emphasize that in dialogue, participants use



vocal and gestural modalities in parallel and that the visual modality is faster
and more secure than the auditory modality for certain types of communication.
Gestures are an integral part of language, synchronous and co-expressive with
speech, cf. [9, 1]. In a study by Lozano and Tversky [8], communicators explained
how to assemble a simple object using either speech with gestures or only ges-
tures. In the "gestures only"-condition, the assembly task was learned better and
fewer assembly errors were made than in the "speech with gesture"-condition.

It is a challenge to equip robots with system components necessary to under-
stand multimodal natural human communication. In a task description context,
system components and the robot’s architecture must (i) allow for robust incre-
mental processing of natural speech and of multimodal communicative signals,
(ii) include visual perception of the objects in the scene and the ongoing ac-
tivity, and (iii) integrate all this in multimodal representations and the robot’s
episodic memory. Recent attempts have been made to address task-based nat-
ural language understanding on robots. Scheutz et al. [10] developed the robot
architecture DTARC aiming at more natural human-robot interactions. The ar-
chitecture includes mechanisms for natural language processing, intentional be-
haviours, and monitoring mechanisms to detect faults and recover from them.
Kopp et al. [7] propose a model of how meaning can be organized and coordi-
nated in speech and gesture. Their model is based on spreading activation within
dynamically shaped multimodal memories.

The aim of the present work is to present and discuss an inventory of phenom-
ena characteristic for showing and explaining to a learner what she/he should
do. In the following sections, the corpus is presented and the communicative
phenomena present in the corpus are discussed together with implications they
have regarding specific components necessary for a robotic learner.

2 Corpus: human-human task descriptions

A corpus comprising 19 German recordings (video plus audio) was created where
one person (the teacher or actor) showed another person (the observer or learner)
how to mount a tube in a box with holdings, see Figure 1. * Two markers differ-
ing in colour had to be put in two different holdings. The teacher performed the
task and verbally explained what had to be done. Thus, the task descriptions
contain language mirroring the human perception and structuring of the task.
The observer was told to carefully watch and listen to the explanations to be
able to pass the information on to a new learner. The utterances were recorded
as well as a frontal video of the setting including arms, hands, and torso of each
teacher and learner. Although head and shoulders are not visible in the record-
ings, the transmission of non-verbal cues is already extensive. The manipulation
task is borrowed from a robotic setting. Letting humans do the same task, and
in addition let them explain it, helps to better understand what a robot would
have to deal with when it were in the learner’s position.

! The subjects were German students from the Technical University Munich (16 male,
3 female).



Fig. 1. A picture of the setting. A teacher is mounting a tube in a box with holdings.

3 Phenomena: how information is conveyed

The task to be described is quite simple: containing a grasp for the tube at a
coloured marker, adjusting the tube between two green holdings, then grasping
the tube at another coloured marker and putting it between another pair of green
holdings. On average, the task duration was 21 seconds (12-34s). Although the
task was quite simple and the learners had the assignment to listen carefully and
forward the information to a new learner, there was quite some variation in how
teachers presented the task. In the following, prevalent phenomena are presented
and requirements for respective system components are briefly discussed.

Characteristics of spoken language Several properties typical for spoken
language are present in the data: wrong word substitutions — ‘holdings’ (Hin-
dernis)? instead of ‘marker’ (Markierung); repairs — ‘red eh blue and yellow
marker’ (rot dh blau-gelben Marker); insertions — ‘4h’; contractions — ‘through
the’ (durchs, ‘durch das’); errors — habst for ‘have’ (‘hast’).

These phenomena call for robust incremental language processing, e.g. [11],
in addition to standard language technology tools such as automatic speech
recognition, tokenization, part-of-speech, morphological analysis, phrase chunk-
ing, dependency parsing, and the such.

Variations in wording Objects in the task are the tube, two pairs of holdings,
and three markers. For tube, all teachers used the same German word Schlauch
(tube), except for three who did not verbally refer to the object at all. For
‘marker’, two teachers used the Anglicism Marker, and two used either ‘point’
(Punkt) and ‘gripping point’ (Greifpunkt) or ‘endpoint’ (Punkt / Endpunkt).
The other 15 teachers used ‘marker’ (Markierung). For the holdings, there was a
wide variation in naming: ‘obstacle’ (Hindernis), ‘thing’ (Ding), ‘block’ (Block),
‘beam’ (Balken), ‘rail’ (Schiene), ‘marker’ (Markierung), ‘log’ (Klotz), ‘open-
ing’ (Offnung). Again, there was one teacher who did not verbally refer to the
holdings. The actions ‘grasping the tube’ and ‘mounting the tube in the box

2 For better readability, the English translation is in the main text and the actual
German word choice is in brackets.



with the holdings’ also showed some variance. For grasping, ‘grasp’ (greifen),
‘have’ (haben), ‘take’ (nehmen), ‘span’ (umfassen), ‘change grip’ (umgreifen)
were used, and for ‘putting the tube between the holdings’: ‘put’ (legen), ‘insert’
(fiihren / einfiihren / einspannen / einlegen / einsetzen / einfiigen), ‘put inside’
(reinstellen / reinlegen), ‘clamp’ (klemmen), and ‘thread’ (einfideln).

Taking the above into account, the learner — may it be a human or a robot
— has to infer objects and actions by listening and observing. The action is still
the same, although 11 different verbs were used (up to two per teacher for the
same action). Multimodal knowledge representations are a necessary prerequisite
for dealing with lexical variation and omitted verbal references for objects and
actions. The robot has to be able to resolve the connection of an abstract entity
to an entity in the world, cf. [2], e.g. the words Block, Klotz, and Hindernis
are all three referring to the green holdings. A comparison of what is visually
perceived and what is uttered reveals how the same actions and objects are
verbally expressed. In addition, the unspoken needs to be grounded in the scene.
As Clark and Krych put it: "when the workspace is visible, the partners ground
what they say not only with speech, but with gestures and other actions" [4],
p.69. Thus, even though some teachers did not mention important elements of
the task, the observers were able to understand.

Time markers Three teachers verbally signalled their respective learner that
the task will now start, e.g. ‘it is about’ [...] (es geht darum [...]), ‘the goal is’ [...]
(Ziel ist [...]), 10 told their learners when the task was done, e.g. [...] ‘that was it’
([...] das wars), [...] ‘that’s all’ (]...] das ist alles). All teachers used lexical time
markers, such as ‘first’ (zuerst), ‘then’ (dann), ‘subsequently’ (anschlieflend) to
signal the sequencing of the sub-tasks.

Therefore, as a technical basis, a (simple) model of before, after, and concur-
rency along a common timeline is required together with mechanisms to identify
and interpret cues for temporal structuring. These may be lexical (as above),
grammatical (tense) or determined by the course of multimodal action.

The teachers’ perspective 13 teachers used 2nd person singular when ex-
plaining while carrying out the task by themselves, e.g. ‘you grasp the tube with
the right hand’ (du greifst den Schlauch mit der rechten Hand). One participant
interpreted the ‘you’ (du) as referential "you", and made a step forward to con-
duct the task himself. When the teacher continued explaining, he stepped back
again to watch and listen. Another three teachers used imperative ‘you have to
[...]” (du musst [...]). Elliptic form — ‘first to grasp here’ (zuerst hier greifen), 1st
person plural — ‘we have to insert the tube here’ (wir missen den Schlauch hier
einfideln), and 3rd person singular — ‘Muriel has to...” (Muriel muss...) were
used by one person each. One teacher who started with 2nd person singular and
the teacher who used 1st person plural switched to the elliptical form during
explanation.

For a robot to be able to deal with these varieties, the following capabilities
are required: (i) the ability to distinguish between the perception of self and



other, (ii) a robust interpretation of the perspective from which the action ac-
companying utterance is issued, and (iii) a model for taking initiative, i.e. for
the observer to understand when to just go on observing and when to step in
the actor’s position.

Verbal and gestural references to visual perception 13 teachers verbally
referred to objects, actions or locations, e.g. ‘here’ (hier), ‘like this’ (so), ‘this
obstacle’ (dieses Hindernis). The most frequent kind of gestures during task
explanations were deictic gestures and holds during object manipulation to refer
to objects or actions in the visual scene. Both gestures serve as indicators for
directing the attention of the listener to certain objects or actions. Three teachers
used verbal references and communicative gestures simultaneously (e.g. ‘here’
(hier) + deictic gesture). One teacher neither used communicative gestures nor
verbal references to the visual scene. He only mentioned the grasping of the
marker and did not mention that the tube has to be mounted in the box with
the holdings. This could only be inferred by the learner from the visual scene. In
this respect, Herbert Clark argues that "placing things just in the right manner"
([3], p-243) is an indicative act in which an object is moved into the addressee’s
attention.

For gestural and verbal references to visual perception, the robot has to
be able to deal with (i) object recognition, (ii) feature recognition, and (iii)
gesture recognition. In addition to visual gesture recognition and the recognition
of verbal reference to visual perception such as ‘here’ (hier), ‘like this’ (so0), (iv)
an attention model is required to enable the robot to detect and interpret the
attention directing signals issued by the teacher.

Verbal backchannels 10 learners signalled their understanding via verbal
backchannels to their respective teacher, e.g. ok, mhm. Non-verbal backchan-
nels such as head nods etc. were not visible in the present videos. The interplay
of verbal and non-verbal backchannels in joint activity (speaking and listening
together form a joint activity, cf. [4]) will be topic of further investigations.

4 Conclusion and future work

In this paper, we discussed phenomena occurring in a corpus of 19 simple task
descriptions (action plus speech) of how to mount a tube in a box with holdings.
They include characteristics of spoken language, variations in wording, verbal
time marking, variation of teacher’s perspective, and verbal and gestural refer-
ences to the scene. These results highlight the importance of multimodal signal
processing in human-robot interaction.

Depending on the phenomena and their functional challenge, there exist none
up to a variety of proposed technical solutions for system functionalities. The
interplay of the components and the requirement for real-time processing are
still far from being reached. More research and integration work is needed on
the way toward human-like task-based natural language processing for robots.



A second corpus has already been collected which is a follow-up and extension
to the presented corpus. The new corpus includes 3 video streams — one of
the teacher, the listener and the setup respectively — an audio stream, motion
data, and force data when collaboratively manipulating an object. The interplay
of head movement, eye gaze, gesture, facial expression, verbal and non-verbal
backchannel feedback, body posture etc. will be further analysed based on the
new data and the experiences from the initial corpus.
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1 The FROG-project

The EU FP7 project FROG (Fun Robotic Outdoor Guide) proposes to develop a guide
robot with a convincing personality and behaviors that will engage tourists in a fun
exploration of outdoor attractions. The project work encompasses innovation in the
areas of vision-based detection, robot design, navigation, human-robot interaction,
affective computing, intelligent agent architecture and dependable autonomous out-
door robot operation. This paper focusses on the design of the behaviors of the
FROG-robot. FROG’s behaviors will be designed based on the findings of a combina-
tion of an iterative and user-centered design approach, social behavioral studies and
exploratory field studies on human-robot interaction. The intelligent agent architec-
ture is a platform that will allow the integration of low-level guidance and communi-
cation controls with high-level interaction generation including affective computing
algorithms and contextual recognition. This approach will lead to the creation of a
new generation of highly sophisticated autonomous outdoor robotic guide services.

Keywords: Tour guide robot, User-centered design, anthropomorphism, specif-
ic robot behavior, design.

2 Effective robot specific behavior

More and more robots become available for public and private spaces. About these
robots Fong et al. state: “it (the robof) must establish appropriate social expectations,
it must regulate social interaction (using dialogue and action), and it must follow so-
cial convention and norms” [1]. Most behavior of robots is copied from humans (an-
thropomorphism), or animals (zoomorphism), because people tend to understand hu-
man- and animal-like cues best. However, are human- or animal-like communication
cues and behavior the only possible behaviors for robots that people understand?

2.1  Presumption

Robots are built to help people with various tasks; therefore, robots should be de-
signed to be able to perform these tasks. Even though current robots often have an-
thropomorphic features or have a human-like appearance, for the purposes of the task



the robot needs to perform (fetch, carry, clean etc.) a human-like shape may not be
necessary. For instance, the design of a robot that has to swim will more likely resem-
ble a fish rather than a person. Robot bodies should be designed in a way that is opti-
mal for the task at hand. We argue that this also holds for the design of robot behav-
ior. Designers should not just copy human behavior and communication cues one-on-
one to robots. Instead, they need to identify robot specific communication cues people
will understand intuitively and experience as natural.

2.2 User-centered design approach

We adopted a user-centered design approaches taken from Industrial/Product De-
sign. We would like to incorporate these methods more in the field of human-robot
interaction (HRI) as the first author has a product/interaction design background. In
user-centered design approaches, designers develop products to effectively perform a
function while continuously keeping the user (and their needs and requirements) in
mind during all phases of design. With a user-centered design approach, we can de-
sign the robot for people, but not by definition as a person. Most important is that the
robot will support a person in an effective and intuitive way with a task or a series of
tasks.

2.3  Anthropomorphism

The first computers were not designed to resemble humans. Nevertheless many
people tended to treat the computer as a social actor; they projected human social
behavior norms to a computer [2]. This is even more the case with robots, now robots
enter everyday social environments. People tend to anthropomorphize objects or ro-
bots they see. They tend to assign human-like attributes to objects/robots so they can
apply mental models they have already learned [3].

2.4  How to design specific robot behavior

It is important that a robot’s behavior, personality and appearance match [3]. The
robot can have the perfect nice and gentle behavior, but if the shell of the robot looks
aggressive, many people would judge from the shell that the robot will not be nice to
interact with in the first place. For the design of the robot behavior, we argue that
iterative design and continuous user testing will help find the best solutions. Anthro-
pomorphic form or behavioral patterns can be a starting point in designing robot be-
haviors. However, we argue that the (intended) effects and outcomes of the human
behavior should be studied and robot behavior should be designed to evoke the same
communication goals.

In the next section, we describe how we used a user-centered design approach and
iterative, explorative sessions to analyze human tour guide behavior and guide robot
behavior. Results from these studies lead to design guidelines for guide robot behav-
ior, with a focus on behavior that is robot specific and intuitively understandable.



3 User-centered design in the FROG-project

3.1  Studies to effective guide behavior

For the FROG-project we started with gaining an understanding of visitors’ likes
and dislikes when visiting tourist sites with a participatory design approach. We found
that visitors really liked the structure provided in guided tours, however, they did not
like the rush of tours and long duration [4]. Also, we observed human tour guide be-
haviors, and we found that human tour guides use many (non-verbal) strategies to
gain and keep the visitor’s attention, to direct their attention and to balance the infor-
mation given [5]. In these observations, we focused on the intended effects and out-
comes of the guide’s actions and interactions with visitors.

In May 2013, we conducted an iterative and exploratory study with a machine-like
robot in a real world cultural heritage setting (the Royal Alcazar in Seville, Spain).
We did not directly copy the robot behaviors from human tour guides, but we devel-
oped robot behaviors based on the intended interactional outcomes. Hence, in iterative
sessions, we tested several different robot behaviors for its orientation and for its ut-
terances. Preliminary results of this study indicate three zones of proximity: 1) visitors
stand very close, almost touching the robot, 2) they stand more than three meters
away, 3) they stand somewhere in between. Also, we found that gaze direction of the
robot influenced where visitors looked at. Only well-designed text can direct the gaze
of visitors to a point the robot did not gaze at. Finally, we found that visitors who left
the robot did not necessarily influence the other people in the group.

3.2 Preliminary design guidelines for guide robot behavior

Previous mentioned studies formed the basis for developing design guidelines for
guide robot behavior. Note that the robot will differ from human tour guides: it will
give short tours, based on the interests of the visitors. Also, it will only guide in some
places of the tourist site, so visitors still get a chance to explore the site on their own
as well. In addition, the robot can carry devices that a human tour guide will not carry,
such as a projector or a screen. These devices can make the robot tour more lively and
interesting; also, it forces the design of the robot to differ from the human body.

From the results of the participatory design study and the iterative exploratory
study, we deduced design guidelines for the robot behavior that resemble human tour
guide behavior. First, the robot should use some specific strategies human tour guides
uses. For example, give curiosities to capture and keep the visitors’ attention. Second,
the perceived gaze direction of the robot can steer the visitors’ gaze direction. If the
point of interest is somewhere else than the robot seems to gaze to, the robot should
give sufficient information in text about where to look.

On the other hand, visitors tend to show interest in the robot only (not in its guid-
ing function), which is very different from their reaction to human tour guides. There-
fore, some guidelines are very different from human tour guide behavior. First, as
long as visitors pay attention to the story, the robot should go on giving information.
However, when people only show interest in the robot itself, the robot should display
that it is aware of these visitors. Then after a while, the robot can try to bend this more



playful interaction into a guide-visitors interaction. Second, the robot does not only
catch the attention of people that are standing close, also visitors who stay at a dis-
tance show interest. Therefore, the robotic tour guide should scan the surroundings
occasionally. It should continue the tour when it detects visitors, who probably stand
further away, but show an orientation towards the robot and stay there during the
whole story. Reacting to these visitors becomes important if a visitor close by loses
interest and walks away. In that case, the robot should not stop or interrupt the story
and keep focused on the visitor that left, but instead the robot should focus on visitors
that still show interest. If the robot does not show interest in these visitors anymore,
they are likely to lose their interest in the robot as well. Last, the robot should not
solely rely on its detection of visitors by gaze (cameras directed to the front-side) to
continue or stop the explanations because in some situations visitors tend to stand
next to or behind the robot, while they still show interest in the story of the robot.

4 Conclusion and future work; a tour guide robot in the field

Observations of human tour guides and iterative design of robot behavior show that
robot behavior can partly be copied from human behavior; however, as people tend to
react to the robot itself, the robot should show some specifically designed robot be-
havior as well. In this paper, we gave some preliminary guidelines for robot tour
guide behavior. In near future, we will analyze all video material of the exploratory
field study. We will use a specially developed “HRI analysis tool” that helps to speed
up and standardize the analysis of large HRI datasets; however, the development of
the HRI analysis tool is still ongoing work. The results finally will lead to a set of
design guidelines for tour guide robots.
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1 Introduction

Ono is a low cost DIY reproducible social robot designed to make large scale hu-
man-robot interaction (HRI) studies more feasible financially, as well as to make
social robotics accessible to hobbyist experimenters. While many HRI platforms ex-
ist, most are not suitable for the aforementioned scenarios because they are either too
expensive or too hard to modify. Examples of existing platforms are Kobian [1],
HRP-4C [2], WE-4RII [3], iCub [4], Kismet [5], Probo [6], Nao [7]. Low-cost options
also exist, such as My Keepon [8] and Kaspar [9]. In our opinion, many existing plat-
forms are hard to modify because hardware/software source files are not made availa-
ble or because the platform relies on high-end components and manufacturing tech-
niques. Our social robot, named Ono was developed with the following goals in mind
to address these issues:

Open source.

The aim for Ono is to distribute both open hardware and open software. By allow-
ing unrestricted access to hardware and software, other researchers have the oppor-
tunity to easily extend the capabilities of the robot, enabling them to adapt the robot to
their specific needs. The source files of the robot can be found in a public Github
repository [10], however full assembly instructions are not available yet.

Do-It-Yourself.
Our goal is that Ono can be built without the aid of paid experts or professionals.

Modular.

By dividing the robot into smaller functional subunits, repairs can be made quicker
and more easily, modules can be reused in other projects and more specialized can be
developed, allowing for a degree of customizability.

Reproducible.

Ono is constructed from standardized components and readily available materials.
Custom components can be produced using low volume manufacturing techniques,
most notably laser cutting. With this approach, we aim to make it possible to replicate



this robot anywhere in the world, without the need for high-end components or manu-
facturing machines.

Social Expressiveness.

Ono's face contains 13 degrees of freedom (DOF), allowing the robot to gaze and
to express facial expressions. The DOFs are based on the Action Units (AU) defined
by the Facial Action Coding System (FACS) [11] as well as our experiences with the
Probo social robot [6]. A mapping algorithm translates a valence and arousal parame-
ter to a set of positions for all DOFs using Russel's circumplex model of affect [12],
allowing for a smooth transition between emotions.

The goal of this paper is to provide a brief overview of the construction of Ono, as
well as to present the results of our first study with children.

2 Construction

Fig. 1. Child interacting with Ono.

Ono was developed as a social robot for children; this had several consequences
for the design of the robot. The entire robot is covered in a soft foam and textile skin
to attain a soft and inviting appearance for the children, as well as to protect the inter-
nal components from damage. The robot has a disproportionally large head to make



its facial expressions more noticeable and is posed in a sitting position to improve
stability. The main components of the robot are:

Skeletal frame.
The frame of the robot consists of a series of interlocking cross-sections that to-
gether form a sturdy structure onto which modules can be attached.

Modules.

Sets of related sensors and/or actuators are grouped into modules. The current pro-
totype has 3 types of modules: 2 eye modules, 2 eyebrow modules and 1 mouth mod-
ule. Modules are attached to the main frame using snap connectors, making it easy to
replace them.

Foam and skin covering.

The outer layers of Ono consist of a polyurethane foam shell covered with stretch-
able textile. The foam shell is made from multiple pieces that were cut from a flat
sheet of foam and were subsequently sewn together over the frame.

Electronics and interface.

The robot is currently controlled from a separate control box with joystick inter-
face. The control box also contains the robot's power supply. Power and data are sent
to the robot using the same cable.

3 Pilot study

A pilot study to evaluate the use of Ono in Robot-Assisted Therapy (RAT) was
performed in Romania. The robot was tested with 5 children with autism spectrum
disorder (ASD), aged 3 to 10 years old. Children were asked to identify the emotion
expressed by the robot, they were then asked to mimic the robot's facial expressions
and were finally allowed some time to freely interact with Ono. Table 1 shows the
interaction rates during the pilot study. Imitation is measured as the number of times
that the child had the same facial expression as Ono. Touching is measured as the
number of times the child touches the robot. Verbal initiation is measured as the num-
ber of times the child talks to the robot. Table 2 shows the recognition rates of happi-
ness, anger, sadness and surprise. The emotions happiness, anger, sadness and sur-
prise were shown in random order, but each emotion was shown 4 times. Because one
child did not want to participate in this part of the study, only 16 measurements were
obtained for each emotion. The children could easily identify happiness and sadness,
anger was often confused with being scared or sad and surprise was often confused
with happiness or sadness. During the free play phase of the study, most children
continued to show interest in the robot. One child asked to play with Ono after the
study ended; he even controlled the robot himself using the joystick interface. Anoth-
er child played a musical instrument to the robot, and a third child tried to feed Ono.
The tests suggest that Ono has an overall inviting appearance that elicits interaction,



however some emotions are difficult for the children to identify and should be im-
proved.

Table 1. Interaction rates

Imitation Touching Verbal initiation Engagement
Child I 11 70 25 3.08s/4.16s
Child I 0 4 15 2.10s / 3.46s
Child III 0 9 5 2.43s/9.43s
Child IV 7 13 3 2.09s/1.29s
Child V 0 0 40 0.23s/2.55s

Table 2. Emotion recognition rates

Correct Incorrect Don't know
Happiness 15 1 0
Anger 3 10 3
Sadness 15 1 0
Surprise 6 7 3

4 Next steps

Our first results suggest that a low cost social robot can become a valuable tool in
RAT and HRI studies. Even though Ono does not possess the same level of capabili-
ties and features as other social robots, we believe there is a place for this type of
robots. Low cost social robots such as Ono make it possible to perform large scale
experiments, which has not been practical in the past because of the high costs and
because often only one prototype of the robot exists.

Our next steps for Ono include fixing the problems discovered during the pilot
study, such as eliminating the control box interface, improving the appearance of the
facial expressions (anger and surprise in particular) and designing a new, more robust
eye module. Additionally, we would like to try new degrees of freedom, such as arm
movement and pan and tilt movement of the head. Our goal is to then evaluate differ-
ent DOF configurations in a large study, to determine the optimal degrees of freedom
for applications such as robot-assisted therapy.

We hope that the reproducible design of Ono means social robotics can become
accessible to researchers and hobbyists around the world, and that the robot can be
used as a therapeutic tool to help children with autism.
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Abstract. In this paper, we consider engagement in a triadic human-
robot-task interaction. More specifically, we discuss why we need to per-
form ‘online’ differentiation and balancing of task and social engagement
during human-robot interactions. The results of this work will help us to
progress towards uncovering novel ways to design personalised human-
robot interaction experiences. We start by defining the type of engage-
ment that we are interested in, then we explain the methodology we are
using to explore our hypothesis.

1 Introduction

At present, engagement is a broadly used term in human-robot interaction (HRI),
typically characterised by an elements of concentration, enjoyment and flow [1]
[2] [3] [4]. However, this umbrella-like definition is often used to explain aspects
of engagement which are individually distinguishable as owing either to the task
being performed or to the robot being interacted with [1] [5].

In this paper we begin with three clear and distinct definitions of engagement
which are relevant to social HRI. We propose these definitions in an attempt to
bring clarity and meaning to the exact type of engagement being considered in
our work.

Imagine a scenario where you are asked to perform some task in a dyadic
human-task relationship (Figure 1-b), such as that found in the typical one-
player game scenario. The task could involve physical objects which you can
manipulate, such as a board game or a block building task, or a virtually rep-
resented task hosted on a computer, tablet or phone. The task is considered to
be an explicit task in which your input and the corresponding output caused by
performing that task are intrinsically linked to one another. Now, lets say that
you find yourself becoming immersed in the task, you are enjoying and concen-
trating on your inclusion in that task. This is considered to be ‘task engagement’.
Likewise, you can become disengaged from the task, but this is still considered
to be ‘task engagement’, albeit, at its lowest extreme.

Furthermore, imagine another scenario where you are interacting with a so-
cially capable robot where there is no task involved (Figure 1-a). An example



might be a form of entertainment robot which is capable of sociable and friendly
interaction. If during this scenario you become engaged with the robot, you are
socially engaged. This is ‘social engagement’. Again, at its lowest extremes you
would become disengaged from the robot.

Now to extend on this further, imagine another scenario where you are inter-
acting with a socially capable robot, where both you and the robot work together
to perform an explicit task (Figure 1-c). An example of this could be a collabo-
rative task where both robot and human work together to build something. The
question here is, if you become engaged in what you are doing, are you engaged
with the task or are you engaged with the robot? It would be far too ambiguous
to simply call this engagement, so we will need to define this phenomenon as
‘social-task engagement’. Furthermore, stating that one is simply engaged does
nothing to help distinguish the proportion of engagement attributable to differ-
ent aspects of the interaction. For example, lets say at some point during this
scenario you become more engaged with the robot or less productive in the task.
Was it the task or the robot which caused that to happen?

With this in mind, we hypothesize that engagement with the task must be
separable from engagement with the social robot. Further still, ‘online’ differen-
tiation and balancing of social and task engagement (i.e. updating both the task
and the robot throughout the interaction) will lead to a more personalised and
productive experience for both the robot and the user.

Fig. 1. a) Social Engagement, b) Task Engagement c) Social-Task Engagement

2 Engagement

Engagement is a much talked about phenomenon in HRI, but what is engage-
ment really? A definition taken straight from a dictionary states ”the act of
engaging or the state of being engaged”, but this does not help us to explain
what engagement is. Digging deeper we find more functional terms related to
engagement which might help us to characterise this phenomenon, such as par-
ticipation, commitment, concentration, involution and immersion.

Engagement shares many of the same characteristics involved in flow [5], in
education settings it has been found that the more challenging assignments lead
to flow, whereas in the workplace having a clear concept of the goal and having



immediate feedback was more effective. In terms of causality, the first thing
that comes to mind is that engagement is the effect of an internal state, a low
level desire or a state of being, such as curiosity, intrigue, interest, amazement,
wonder or concern. It could be that these internal states act as incentives for
becoming engaged. In fact, further studies involving flow have found that a “need
for achievement” is a personal characteristic which fosters flow [6] [7].

In addition to this, engagement could also cause more affective aspects of
conciousness, states of enjoyment or even provide some other form of arousal
which is beneficial or at least pleasing to the recipient, therefore, warranting the
initial investment of becoming engaged. One might hypothesize that engagement
is driven by ones underlying motives for wanting to satisfy their own goals and
desires.

3 Related Work

Further to our previous work, where we consider the measurement of task en-
gagement during human-robot interactions [8], we have become aware of the
need to perform ‘online’ balancing of social and task engagement during ex-
periments. This has shown us that situations exist where the engagement the
user experiences in a triadic human-robot-task relationship is associated with
either the task, the robot or combinations of both. The amount of engagement
experienced is scalar as oppose to being present or not.

Whilst engagement is often associated with learning performance [9] [10], and
efforts have been made to explore social [11] and task engagement [12], very little
work has been done to differentiate task from social engagement during a human-
robot interaction involving a social-task. At present, social engagement is defined
as “the process by which two (or more) participants establish, maintain and end
their perceived connection during interactions which they jointly undertake” [1],
and “the value that a participant in an interaction attributes to the goal of being
together with the other participant(s) and continuing the interaction” [13]. Task
engagement is derived from studies involving flow experience, characterised by
elements of attention, concentration and enjoyment with the learning task [5].

Context is an important aspect in human-robot interactions, [12] consider its
relevance during child and robot interaction involving a chess game, and [14] use
task state information to classify interest of children interacting with a game.

Engagement is far more than a binary concept (i.e. engaged or disengaged),
[15] considered the ‘level of engagement’ which details how much the user was
looking at relevant objects at appropriate times, and the ‘quality of engage-
ment’ where users were considered as being engaged, superficially engaged or
uninterested in the scene/action space. Here, we intend to learn from and ex-
tend upon that concept by evaluating the interaction in terms of the task and
social elements of the interaction.

Recent unpublished work by [16] showed that when a social robot interacting
with a child in a shared physical space struggled to adjust the screen, the child
without hesitation notices the problem and immediately moves the screen for



the robot. This leads us to believe that the child was highly engaged with the
robot causing him to do something of which he was not expected. At the same
time the child was also performing well in the task.

Currently, we are unable to detect and differentiate between the level and
quality of task and social engagement during such an interaction, but with the
advances we intend to make during this project we will be able to look at social-
task interactions in a completely different light.

4 Methodology

4.1 Pilot Study

Our first experiment is a pilot study involving adults. We have consulted with
psychologists in an attempt to design the experimental conditions which will
help us to identify the most pertinent indicators of both task and social-task
engagement. The experimental set-up comprises of a large touch screen to run
interactive tasks, several cameras detecting valence and affective display from
facial expressions, an Affectiva Q Sensor® detecting arousal from galvanic skin
responses and a Microsoft Kinect? for reading lean position and posture [17]
through depth perception. In addition to this gaze direction will be clamped
to either the task, robot or elsewhere using data derived from the users’ head
direction.

Interactive Tasks We are using three tasks and each one has been designed
to elicit different states of engagement. The first is based on a simple Whack-A-
Mole style game and is considered to be an engaging task which requires much
effort and concentration. The second is a simple sequence following block tapping
task, designed to be far less engaging. In the third task we use a memory game
involving cards to observe social-task engagement during a novel human-robot
interaction scenario.

Experimental Conditions Participants are divided into two groups, repre-
senting the two conditions in the study i.e. engaging and non-engaging. Partic-
ipants from both groups are then divided again into two further groups, here,
half perform task one followed by task two, and the other half perform the tasks
in the opposite order. This ensures the data we collect is not biased by the or-
dering of the tasks. Furthermore, the user is not introduced to the robot until
the third and final task involving the human-robot-task experiment, this is to
prevent biasing the social relationship with the robot.

3 http://www.qsensortech.com/, Affectiva Q sensor, Last accessed 25-4-2013
* http://www.microsoft.com/en-us/kinectforwindows/, Microsoft Kinect, Last ac-
cessed 01-09-2013



Robot Behaviours The engaging group experience a robot which is friendly,
helpful and instructive, the robots behaviours are designed to be personable,
pulling on the empathic strings of the participant. The robot describes why ‘they’
need to work together to build ‘their’ battery, looking directly at the participant
and addressing them by their first name. In contrast, the non-engaging group
experience a neutral and partially helpful robot which although provides some
help is far less personable, refrains from mutual gaze and does not address the
participant by name.

4.2 Wizard-of-Oz Study

Our second experiment is a Wizard-of-Oz study involving children aged between
11 and 13. The task is grounded in geography, more specifically map reading. The
robot will be semi-autonomous and capable of social, empathic and pedagogical
intervention. During the interaction we intend to experiment with different levels
of task difficulty and various robot behaviours. Here we will utilise the same
experimental design as the pilot study to collect a corpus of interaction data, yet
we will have remote control of the robot, with the goal of giving the perception
of realistic social intelligence as well as both task and situational awareness.

5 Conclusion

At present it is common to bundle all elements of engagement during human-
robot interactions into a single classification, but without further research in
this area we will be unable to design interactions that can be balanced and
personalised towards the individual user.

In this paper we have described how we intend to explore engagement owing
to differing aspects of the interaction. The results of this work will enable us
to move forward and further explore both situational and contextual indicators
of task and social-task engagement, helping us to progress towards uncovering
novel ways to design personalised human-robot interaction experiences.
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Abstract. The work at hand addresses the question: How can we achieve legible
robot navigation? To this end, we investigate current state-of-the-art assumptions
and methods regarding legible robot navigation in order to propose key factors for
the development of a legible robot navigation. We reviewed 18 articles regarding
legible robot behavior and present the conclusions from our own research. We
found three important factors for legible robot navigation: straight lines, stereo-
typical motions and the use of additional gestures.

Keywords: human-aware navigation, legibility, intend expressive navigation

1 Introduction

Robots will increasingly become part of the habitats and work spaces of humans. Wher-
ever they are located, in the factories as co-workers, in nursing homes or hospitals as
care assistants, as guides in supermarkets, or as household-robots in our homes, one
crucial behavior, which they all have in common, is navigation. A robot has to move
through spaces where humans live and as Althaus et al. [2] already stated “The quality
of the movements influences strongly the perceived intelligence of the robotic system.”.
The way a robot moves affects not only the perceived intelligence, but also the perceived
safety, comfort and predictability [7, 18]. One important finding of a study Dautenhahn
et al. [8] conducted to explore peoples’ perception towards the future use of robot com-
panions was that the behavior of a robot has to be predictable.

From all this we can conclude that (1) navigation is a crucial behavior, (2) a motion
is not only an instrument to reach a goal position, it is also a way to communicate, and
(3) predictability is important for robot behavior. The question now is how to generate
predictable motions. Before going into details we want to point out our definition of
predictable robot behavior. We use the term legibility to describe robot behavior that is
(1) intent expressive, meaning that a human is able to infer the next actions, goals and
intentions of a robot and (2) the robot behavior fulfills the expectations of a human
interaction partner [17,16]. This definition of legible robot behavior is in line with
determinations of legibility in [1, 3, 5, 14, 15, 28, 29, 24, 30].

Research Question With the work at hand we want to answer the question how to gen-
erate legible robot navigation. What are the key factors for a legible robot navigation?
To this end, we reviewed current literature regarding legibility in robot behavior and
combined the thus collected insights with our own findings in order to propose factors
that have to be considered in order to generate legible robot navigation.



2 Results of Literature Research

We will start with a literature survey regarding legibility of robot behavior. We system-
atically reviewed 18 articles [1, 3,5-7,9, 11-14,22-27,29, 30] published in the primary
HRI publication venues from 2005 - 2013. In order to find all relevant papers we used
the search terms: legibility/legible, readability/readable, and predictability/predictable
in combination with motion/behavior and robot. For the work at hand we considered
only 18 articles from the initial set of papers (32) claiming assumptions and/or ap-
proaches to generate legible robot behavior.

One very obvious assumption regarding legible robot behavior is that human-like
behavior would be perceived as legible [5, 14, 11], because human behavior is well-
known for humans. Therefore, the development of methods imitating human motions is
very common in the HRI community.

Furthermore, Beetz et al. [5] claimed that a stereotypical motion is predictable, and
thus legible. This assumption is supported by results from Bortot et al. [6].

In [23] the authors claim that the use of complementary gestures made by the
robot could achieve legibility. Therefore, using their proposed gesture classification can
improve the legibility of the robot. Similarly, Sisbot et al. [24] integrated complemen-
tary gestures in order to make the motion more intend expressive. This complementary
gesture assumption is also supported by results from Basili et al. [3]. They were able to
show that gaze behavior increases the ability to predict where someone is heading to.

Takayama et al. [30] claim that the use of animation principles makes the robot
behavior more legible. They implemented additional gestures in order to let the robot
show forethought and the results of their conducted study supported their assumption.

Another assumption is to take into account social constraints, human prefer-
ences and abilities [13, 1]. Following this Kirsch et al. [12, 13] proposed an approach
to achieve legible task execution behavior. They suggest to learn human preferences
and abilities in order to integrate this knowledge into a high level task planner.

Several authors like Takayama et al. [30], Guzzi et al. [11] and Kruse et al. [14]
claim that efficiency is also one factor of legibility. Humans expect a robot to interact
in an effective manner. If the robot behavior is non-legible, the human is not able to
predict goals and intentions resulting in less efficient interactions.

Visibility is not only a prerequisite for legibility, because a human is not able to an-
ticipate anything from a hidden motion, it is also a very important factor for generating
legible motions. Sisbot et al. and Dehais et al. claim that a legible robot motion must
be as visible as possible [9, 26]. This assumption is implemented in the Human Aware
Motion Planner [22,24,27,29] as well as in the Human Aware Navigation Planner [28,
25]. The visibility assumption is based on results from Dautenhahn et al. [7].

To conclude, in order to generate legible robot behavior, the following assumptions
were proposed in the reviewed articles:

— model human-like behavior [5, 14, 11]
generate stereotypical motions [5, 6]
generate efficient motions [11, 14, 30]
add complementary motions (gestures) in order to clarify intentions (e.g. gaze,
pointing, use animation principles) [23, 24, 3, 30]
take into account social constraints, human abilities, and preferences [13, 12, 1]
robot motion must be as visible as possible [9, 26].
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Fig. 1. In the experiment we showed the participants simulated videos (b) of a robot and a human
crossing the robots path. The robot is heading towards one of the tables (a).

3 Lessons Learned from Our Research

In the following we present our own findings regarding legible robot navigation. In our
work we concentrate on human-robot path crossing scenarios.

3.1 Investigate Legibility of Existing Navigation Methods

In our first experiments we evaluated the legibility of existing navigation methods [16].
In a simulator-based experiment we showed the participants different videos of a robot
and a human crossing the robot’s path in an office environment (see Fig. 1). We mea-
sured legibility by asking the participants to (1) predict the goal after seeing a part of the
video and after seeing the complete video (2) to rate how much the actual robot behavior
matched their expectations and (3) how surprisingly the behavior was perceived.

From our results we concluded that existing state-of-the-art navigation algorithms
fail in the presence of humans regarding legibility. In situations were a human was
crossing the robots path the tested algorithms produced strange movements like small
curves, or the robot was spinning around, or in the worst case the robot crashed into
the human. All these strange movements were rated as non-legible although straight
movements towards the goal and decreasing the velocity when approaching the human
revealed higher legibility ratings. This fact is also confirmed by results from our second
experiment [19] were we showed the participants first-person perspective videos of a
similar setup.

3.2 Measuring Human Expectations

For further investigations towards a legible robot navigation we designed and conducted
a study in order to find how a human would expect a robot to move when a human
is crossing its way [21,20]. To this end, we let participants steer a robot in a real-
world scenario in which an instructed confederate was crossing the robot’s path (see
Fig. 2). We captured the movements of the robot and the confederate in order to find (1)
the expected behavior in a path-crossing scenario and (2) to find the spatial coherence
between robot, confederate and the behavioral reaction of the robot. We found out that
a good strategy is to drive straight towards the goal and only react (stop) to a crossing
human when the spatial relationship predicts to stop, otherwise drive on towards the
goal.
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Fig. 2. In the study we let participants steer the robot (a) in our Laboratory (b). An instructed
confederate crosses the robots path by chance as depicted in (c).

4 Conclusion

In the following we conclude the aforementioned findings regarding legible robot be-
havior and draw the key factors for generating legible robot navigation behavior.

Straight Towards the Goal The first, and from our opinion the main factor for a legible
robot navigation is that a robot should always move as far as is possible straight towards
its goal and react as smoothly as possible to a human. Bortot et al. [6] showed in their
experiment that a straight and stereotypical motion leads to higher human performance
and well-being. Moreover, this fact was formerly stated by Beetz et al. [5]. Furthermore,
in our own aforementioned study [21, 20], where we let participants steer the robot in
order to find their preferred robot behavior, we also found that a straight way towards the
goal is preferred. Straight lines towards the goal are also fulfilling the efficiency criteria
that we mentioned earlier in our review as one factor of legible motion. In addition, our
simulator based experiment [19] showed that driving curves or spinning around leads to
lower legibility. Participants told us, that they were confused by the strange movements
the robot was performing in some trials. In addition, straight lines are also in line with
the claim for human like behavior. In a human-human path crossing experiment Basili
et al. [4] found that humans do not swerve. Decreasing the velocity in order to avoid a
collision was the observed behavior.

We know that this approach is contrary to the results Dragan et al. [10] observed
in their experiment. They could show that a sweeping arm motion towards a goal is
more legible in terms of goal predictiveness. Nonetheless, we think there is an important
difference between legible arm motions without any human interaction and a navigation
where a human might cross a robot’s path. This is one point that has to be further
investigated in the future.

Stereotypical Behavior As suggested by Beetz et al. [S] and validated by Bortot et al.
[6] a robot that behaves the same way in similar situations is way more legible than a
somehow optimized motion with permanently varying trajectories. Therefore, another
very important key factor for a legible navigation algorithm is to produce consistent
trajectories.



Additional Gestures Another factor to increase the legibility of robot navigation is the
use of additional gestures or motions like gaze, pointing, or torso direction in order to
communicate goals and intentions. In navigation especially the direction the robot is
heading to could be communicated with gaze cues. This is in line with results of an
experiment conducted by Basili et al. [3]. Also Sisbot et al. [24] used additional gaze
and head motions in order to increase the legibility of a motion. Furthermore, Takayama
et al. [30] suggested to use animation principles in order to make robot behavior more
legible. Some participants suggested in a debriefing of a study that one can use winkers
at a robot to indicate directional changes. To conclude, every motion or gesture that
indicates the robot’s direction or goal increases legibility.

The aforementioned key factors are a first step towards a legible robot navigation.
This list is not intended to be exhaustive. Further research is necessary to investigate
the factors for a legible navigation and a more important issue is the implementation of
these factors into a navigation method.
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Abstract. While many approaches exist to giving context and struc-
ture to interactions between humans and robots, one that has gained
increasing support in recent years is to view the interactions as theatre.
This has the benefits of being strongly communicative in nature as well
as giving us the capacity to view the interaction as a complete action
that changes over time in a structured way. In this paper, we examine
robot navigation in this capacity and discuss how theatrical frameworks
can guide the behavior.

1 Introduction

When some people think about how robots move and behave, the characteris-
tics that come to mind are not always flattering, especially given certain media
portrayals. Their moves are jerky and have sharp accelerations, as though they
were dancing “The Robot.” They are unresponsive or slow to respond to the
environment around them. They act with very narrow scope, and anything out-
side of that scope “does not compute.” This collection of attributes has come
to be represented by the term “robotic” even in non-robotic scenarios. These
qualities can be reinforced by the actual behavior of certain types of robots. If
the only goal is efficiency, the result is robots programmed to perform specific
tasks in efficient ways, resulting in many of the qualities that people have come
to expect.

What such work lacks is an appreciation for context, i.e. the circumstances
of the robot’s current situation. The easiest solution is often to only consider
the contexts that directly lead to an efficient solution, e.g. what objects are in
the way, where is the goal located. With the increasing use of proper human-
robot interaction techniques, additional contexts are added to the optimization,
such as the effects on nearby people and their impressions of the robot. Taking
all contexts into account is likely intractable. To circumvent that, we turn to a
multidisciplinary approach to help us sort through a number of different contexts.
We use principles derived from the theatre to motivate our work in human-robot
interaction. In theatre, all of the physical actions on stage are motivated by
contexts, whether in relation to characters’ objectives or to the larger structure
of the narrative arc.



In this paper we aim to examine the problem of social robot navigation (see
Kruse et al. [2] for an excellent survey) and apply the principles of theatre (first
discussed in Lu and Smart [3]). In particular, we will show how the navigation
task can be broken up to mirror traditional dramatic structures, namely, the
three-act play.

2 Three Act Structure

One particular context that is not taken into account in navigation is the robot’s
progress on its task. Consider the navigation task of moving from one location to
another. In order for a robot to navigate in dynamic environments with uncertain
elements, navigation algorithms are written to allow the robot to continuously
re-plan and change its high-level behavior (the global path) almost instantly.
This creates relatively robust behavior, but does not take into account how
people viewing the robot’s behavior may interpret it. This behavior implements
an implicit Markov assumption, in that the robot only takes into account its
current state, rather than also including its progress through the action.

One way to explore this context is to confer every physical action the robot
performs with a narrative arc, specifically that of the archetypal three act struc-
ture. The first act is the exposition, in which the characters and setting are
established. Second is the rising action, the main course of action in which the
protagonist faces multiple obstacles as they move toward their goal. Then finally,
the protagonist will arrive at a point where there is only one possible scenario:
the climax in which we see the protagonist either achieve or fail to achieve their
goal.

To properly use this structure with a navigation task, we must first define
what is meant by “goal”. For navigation, it may refer to simply the goal pose
of the robot, or the goal pose with some constraints on how to get there (no
collisions, minimal path length). In a theatrical context, the term for goal is
objective, the motivation behind every action the character does. In a play, if
a character crosses the stage, it might be to move away from someone to make
someone feel isolated. These objectives are always posed in relation to others
and not in isolation. Hence, the robot’s objective cannot just be to move from
place to place, but to move from place to place in relation to others around it.
(Note, in this discussion we will use “objective” to refer to the motivation, and
“goal” to refer to the desired pose.)

In the exposition, we need to establish the robot’s “character,” i.e. what it is
capable of and likely to do. In most scenarios, it is impossible and impracticable
to endow the robot with as much character as traditional dramatic characters
like Austen’s Mr. Darcy. Instead, the aim is merely to introduce static qualities
of the robot that will be present throughout the action as a way of providing
information to help people predict what the robot will do. This could mean
exploring the different modalities of the robot (i.e. the different ways the robot
can move/act). Establishing this is important, even if the modalities are not
functionally necessary, so that if/when the robot employs these behaviors later,



they do not come as a surprise to the audience. Furthermore, establishing the
type of movements the robot will perform can also be beneficial. Consider the
difference between a robot that starts moving in a straight line to its goal, and
one that moves more erratically. An observer may think the latter may need
more attention or that the former is more deserving of trust. Not only does
introducing these qualities early on have the benefit of helping predict future
behavior, but also molds an observer’s vital first impression.

The first act is also where the robot will begin to move toward its goal, which
may require some preparation. The start of the action must be done in a way
that is consistent with the robot’s objective. For many robot navigators, the
objective is simply to move towards the goal. However, in social navigation, the
objective includes moving toward the goal in a way that does not disturb the
people around it or cause them to be uncomfortable. For some large robots, the
simple act of them starting to move their bulk toward the goal can be unquieting.
One way around that is to use the additional modalities of the robot besides
its mobile base to indicate that the robot is about to move. This could entail
moving the head around to ensure the area is clear or a slight raise in the torso
to indicate imminent action. This sort of anticipatory gesture is also suggested
by Van Breemen [7] and Mead and Matarié¢ [4].

During the middle act, i.e. the bulk of the movement toward the goal, the
robot’s objective must be to move to the goal, deal with unforeseen obstacles it
encounters along its planned path, and to make people aware of those activities
in a way that makes them continue to be comfortable. Importantly, the robot
should react to the obstacles during this middle act in a way appropriate to the
context of the action as a whole. The robot should not stop completely and act
as though it were planning a brand new motion from the beginning again. It
should react in a way that indicates that it is still pursuing the same goal while
taking into account new information about the obstacles. Similarly, the scale
of the reaction to unforeseen obstacles needs to be adjusted based on when it
happens. One would not expect a robot to react the same way to a change in
plans at the beginning of an action than at the end when it is almost at its goal.

The relationship between the robot and the people in the environment is
centered around the idea of legibility, i.e. making the robot’s actions clear and
readable[1, 5]. Legibility is particularly important in this middle act for ensuring
a smooth transition between the robot’s initial goal and the ultimate outcome
of that goal, since illegible behavior could be read as not acting toward that
goal. Certain people in the environment require extra consideration since the
robot is actively moving in the same space as them. As a result, the robot must
take into account contexts related to them, their objectives, and the robot’s
relationship to those objectives. A person should be treated differently than
other mere obstacles, in that they are often mobile and have personal space
which it is better not to enter. The person may be particularly sociable and
want explicit interaction with the robot. On the other hand, if the person’s sole
objective is to get to their destination as quickly as possible, then the robot
may need to adjust its behaviors for that. If the robot’s only objective is its own



goal, then it can ignore the other person’s objective and move in a way that my
detrimental to their goal. However, if the robot’s objective does include other
people’s objectives, then it should move in a way that enables both to complete
their objectives.

In the final act, it becomes clear whether the robot has achieved its goal
or not. If a robot just stops, it is difficult to determine whether the robot is
actually at its goal position or whether there is a problem, especially if the goal
is unknown to the people observing the robot. 2 Thus, adding cues like looking at
the goal or changing the robot pose in some manner will help indicate the final
outcome, making its behavior more legible. One particularly useful approach
that has not seen common-place usage in navigation tasks is including success
and failure animations to explicitly mark the outcome of the action[6].

3 Discussion

Thinking of the navigation tasks as a three act play as the first step toward a
context-sensitive implementation of behavior can help to alleviate the perception
of robots as robotic (as defined in the introduction). Robots should ease into
the initial motion, to avoid the perception of jerky motion. They should react
appropriately when encountering unforeseen obstacles during the middle of their
actions. Finally, they should demonstrate their success or failure in order to
acknowledge the additional context of the entire action that has come before.
We argue that adding in these additional layers of context will make robot
navigation behavior more legible and more naturally understood by people.

Additional contextual data will improve behavior in specific contexts. This
approach contrasts with the usual aim of creating universally applicable be-
havior. Instead of pursuing behaviors that work adequate in most situations,
we should attempt to create interactions which work particularly well in given
situations with given contexts. The failure to do so will lead to human robot
interactions that are both homogeneous and mediocre, a phenomenon we term,
the heat death of robotics.
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