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Abstract

This paper addresses the fundamental issue of similarity
in image databases. A new similarity model is introduced
based on Gower’s coefficient of similarity. This similar-
ity model is flexible and can be declined in several ver-
sions: non-weighted, weighted and hierarchical versions.
The similarity model is applied on textures by considering
two content representation models: the well-known autore-
gressive model and a perceptual model based on perceptual
features such as coarseness and directionality. Experimen-
tations conducted with human subjects, showing interesting
results, are presented.

1 Introduction

Among all the fundamental issues in content-based image
retrieval, and image databases in general, the problem of
similarity matching is particularly important and it consti-
tutes a fundamental operation to carry out image retrieval
systems. Similarity can be defined as a mapping function
between the set or vector of parameters representing the
content of images and a positive real value chosen to quan-
tify the degree of resemblance between the compared im-
ages. A similarity model recovers the two following fun-
damental questions: 1. Choosing the representation model
which determines the relevant set of features to represent
the content of images; 2. Choosing the theoretical simi-
larity model which indicate in particular how individual or
partial similarities on each feature combine to give a global
similarity ?

The rest of this papers is organized as follows: In sec-
tion

�
, we give a brief outline on two content representa-

tion models for textured images; In section � , we present
the similarity model; In section � , experimental results are
given showing the performance of the similarity model pro-
posed with respect to both of the two representation models;
In section � , a conclusion is given and further investigations

related to this work are depicted. Finally, note that related
work was omitted in this paper because of lack of space.

2 Similarity model

We present, first, the basic similarity model in which the
combination of features to constitute a global similarity is
done as an average of each of the individual similarities on
each feature. Then we will give two other models to com-
bine individual similarities to form global similarity: the
first one is by proposing specific weights for each of the
features; the second one is by proposing a hierarchical com-
bination of the features according to the concepts of primary
and secondary nature of each feature.

2.1 Basic similarity model

The basic similarity model, the non-weighted model, in-
spired from Gower’s similarity coefficient [7], denoted ��� ,
is defined as follows:
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where
- �

represents a normalization factor. � �
���
��	 equals#

if images � and � are identical, $ if they are completely
different, a positive value between $ and

#
if the two images

have a certain degree of similarity according to feature � .
Using equation (2) and considering that all features can

be compared, the global similarity ��� �
	 between two im-
ages � and � can be re-written as follows:
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The values taken by different features must be normal-
ized in order to maintain an equal intervalle among all the
compared pairs of images since this normalization can be
done using the intervalle of values taken by each feature for
each of the images compared. This can be done across all
the sample or the database of images considered. The inter-
valle of possible values, denoted

- �
for feature � , is com-

puted as
- � ����� , � , � �  ( � �	� � , � �  where , � � , ��� #�
�
 � ,

is the set of values taken by each of the image � of the sam-
ple considered for the feature � . ��� , and � �	� represent
respectively the maximum and the minimum value.

2.2 Weighted similarity model

When features representing the content of an image have
not the same importance, which occurs often in practice,
it is common to associate different weight to each feature
according to its importance. The weighted similarity model
can be written as follows:
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where
 �

represents the weight associated to feature � .
Note that

 �
is constant, for each feature, for all the images

of the sample/database considered.

2.3 Hierarchical similarity model

Another way of resolving the importance to give to a feature
compared to another is the use of the concepts of primary
features and secondary features. These are important con-
cepts that allow to distinguish between a feature that has a
proper existence independently from the existence of other
features from a feature that exist dependently from another
feature. The concepts of primary and secondary feature can
also be defined from the perceptual importance of a feature
or another. In this sense, a good similarity measure should
never allow secondary features to have the same influence
or more than primary features on the global similarity be-
tween two images. One manner to take into account this
phenomena is to consider the similarity �)�
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images � and � according to primary features ��� . Each simi-
larity on each primary feature is multiplied by the similarity
between images � and � according to all of the secondary
features ��� , if they exist, associated to primary feature � � .
The hierarchical similarity model can be written as follows:
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where M is the number of primary features at each level
of the hierarchy. If a primary feature does not have sec-
ondary features associated with it, ��� �
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. The sum-
mation is done only on primary features. Similarities on
secondary features, when they exist, play a role of variable
weights for the primary feature to which they are associated.
This hierarchical similarity measure have at least the fol-
lowing desirable properties: 1. It gives more importance to
primary features and, most importantly, does not give sec-
ondary features much more importance than primary ones;
2. Similarity on secondary features allow to define a func-
tion of variable weight for each primary feature that has
secondary features associated with it; 3. And finally, note
the recursive nature of the hierarchical similarity measure.
The so defined hierarchical similarity model gives an origi-
nal manner to combine individual (or partial) similarities on
each feature to form a global similarity using the concepts
of primary and secondary features. Finally, note that it is
possible to combine both of the weighted and hierarchical
models to obtain a hybrid model, weighted and hierarchical
at the same time.

3 Representation models

We have considered two content representation models for
textured images: a statistical model, the well-known autore-
gressive model [3] and an empirical perceptual model based
on a set of perceptual features namely coarseness, direction-
ality, contrast and busyness [1], [2]. Because of lack of
space, we cannot reproduce all the theory behind the two
models. We will briefly outline the basic principles of each
model. The reader interested in more details on these repre-
sentation models should consult the mentioned references.

The autoregressive model is well-known and was exten-
sively used to model textured images. Both the separa-
ble and non-separable versions of the autoregressive model
were experimented with different neighborhoods. The dif-
ferent models were evaluated in two ways: qualitative eval-
uation by measuring their ability to capture the visual con-
tent of textured images and reconstruct images from the es-
timated parameters of the model and a quantitative evalua-
tion by measuring the mean square error between the orig-
inal image and the reconstructed one. Experimental results
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Figure 1: Sample of test images.

showed the superiority of the non-separable (2D) autore-
gressive model with a neighborhood of size � (asymmetric
quarter-plan). Thus this is the version of the autoregressive
model which is considered in the experimental results [3].

The perceptual model relies on four perceptual features:
coarseness, directionality, contrast and busyness. Estima-
tion techniques of these perceptual features was based on
the auto-covariance function. Coarseness was estimated
as the average number of extrema in the auto-covariance
function applied to images. Directionality was estimated as
the average number of pixels having the dominant orienta-
tion(s). Contrast was estimated as a combination of three
parameters: coarseness, the average magnitude of the gra-
dient of the auto-covariance function and the average num-
ber of pixels having a significant magnitude (superior on a
certain threshold). Busyness was estimated totally based on
coarseness. The computational estimations of each of these
four perceptual features were evaluated with human judg-
ments based on a psychometric method. This psychometric
method is based on the sum of rank values and the Spear-
man’s rank of correlation coefficient. Experimental results
showed very interesting results and strong correlation be-
tween the computational measures proposed and the human
judgments was found. Values of Spearman rank-correlation
coefficient, denoted � � , found are as follows: for coarseness,
� � � $ 
 � # � ; for directionality, � � � $ 
 � � # ; for contrast,
� �)� $ 
�� � � ; and finally, for busyness, � �)�%$ 
���� � [1].

4 Experimental results

4.1 Human judgments of similarity

We have conducted psychological experiments with human
subjects on similarity of textured images. We have pre-
sented twelve textured images and we have asked human
subjects to choose, for each of the twelve images, the top
three most perceptually similar images. The sample of im-
ages used is given in figure (Fig. 1).

Thirty human subjects have participated in the exper-
iments. To obtain one consolidated human judgment of
similarity, we have used a psychometric method based on

the sum of ranked values which was also used in our ear-
lier work on perceptual features [1] and described in details
in [10] and was used also by [4] and [12]. The consolidated
human judgment of similarity related to images of figure
(Fig. 1) is given in table (Tab. 4.1).

Img
# ��� � ��	 ��
 	

A E F B
B A E G
C B G E
D K F H
E F A L
F E A, L I
G J I B
H K L D
I F J E
J G I F, A
K H D L
L F H E

Table 1: Human subjects consolidated judgment of similar-
ity: the top three most similar images to each image in the
sample considered.

4.2 The autoregressive model

Textured images content is represented by the autoregres-
sive model. In this case, we can point out that there is an
average correspondence between the results obtained by the
autoregressive model with respect to human judgments of
similarity. However images that have been classified in the
three top positions by human subjects obtain, often, a high
score of similarity even if they are not classified in the top
three positions.

4.3 The perceptual model

4.3.1 Non-weighted combination of perceptual fea-
tures

Several combinations were experimented. The first combi-
nation consider only coarseness and directionality. Coarse-
ness and directionality were found in our earlier work [1] as
the most important perceptual features. The second combi-
nation consider coarseness, directionality and contrast. The
third combination consider coarseness, directionality, con-
trast and busyness. Results obtained, compared to human
rankings of similarity, show that the combination of all the
four features gives better results than the other tow combi-
nations.



4.3.2 Weighted combination of perceptual features

The same combinations as in the precedent section are re-
produced in this section except that we add specific weight
to each perceptual feature to express his relative degree of
importance with respect to the other features. As weights,
we propose to use the the Spearman’s coefficient of corre-
lation found for each perceptual feature in our earlier work
on perceptual features [1] and cited in the section on repre-
sentation models. The use of such a coefficient to weight
each perceptual feature allows to give more importance to
perceptual features that correspond better to human judg-
ments.

4.3.3 Hierarchical combination of perceptual features

Another original way to combine perceptual features is to
consider them as a hierarchy of features. The most impor-
tant features are in the highest level of the hierarchy and the
less important ones are in the lower levels of the hierarchy.
The features of the highest level of the hierarchy are called
primary features and the features of the lower levels of the
hierarchy are called secondary features. A hierarchy of sev-
eral levels can be defined using the concepts of primary and
secondary features. Only the features of the first level are
considered as primary and have a proper existence. The fea-
tures at the lower levels has no proper existence and depend
on the existence of the features at the superior levels.

Taking into account these definitions and considering
the definitions and estimation methods of perceptual fea-
tures [1], we can deduce two hierarchical perceptual mod-
els: 1. the first model consider coarseness and directionality
as primary features whereas contrast and busyness are con-
sidered as secondary features depending on coarseness; 2.
The second model consider coarseness, directionality and
contrast as primary features whereas busyness is considered
as a secondary feature related to coarseness.

Each of these two hierarchical models can be consid-
ered in two versions: a non weighted version version and a
weighted version using the same weights as in the weighted
model, i.e. the Spearman’s coefficient of correlation of each
perceptual feature with human judgments. The weighted
hierarchical model can be regarded as an hybrid model in
the sense that it combines both the hierarchical and the
weighted models. Finally, it must be noted that the use of a
hierarchy of features creates automatically a variable weight
on each of the primary features that have secondary features
associated with it.

4.4 Evaluation

In this section, we take each of the similarity models pro-
posed and compare its results to human subjects judgments
of similarity. This comparison is based on the percentage of

relevant images retrieved among the total number of images
retrieved (relevant and non relevant) with respect to the hu-
man judgments of similarity. The methodology used can be
descried as follows: 1. For each of the similarity model pro-
posed, we observed the top � most similar images obtained.
Then we repeat the experience successively with the � , �
and

�
images the most similar; 2. We consider the results

of human judgments of similarity given earlier. These re-
sults are considered as judgments of relevance of responses
given by each of the similarity model considered; 3. Each
image, in the rankings obtained, is considered as a request.
We compute the percentage of relevant retrieved images for
each image request. This percentage is defined as the num-
ber of relevant images retrieved on the number of possible
relevant images which can not be larger than � according to
human subjects; 4. And finally, we consolidate the results
obtained for each of the image requests into one result by
summing the percentages obtained for each image request
and dividing the result by the number of image requests. We
obtain then the average percentage of relevance.

(b)(a)

(c)

Figure 2: (a)The average percentage of relevance for the
autoregressive model and the simple perceptual models. (b)
The average percentage of relevance for the autoregressive
model and the weighted perceptual models. (c) The average
percentage of relevance for the autoregressive model and
the hierarchical perceptual models.



The average percentages of relevance obtained for each
of the similarity model proposed are represented in Fig. 2.
A first look to these figures allow us to say that better re-
sults are obtained for all the variants of the perceptual model
compared to the autoregressive model. However The re-
sults of the autoregressive model are still acceptable. Non-
weighted perceptual models (Fig. 2.(a)) give almost very
similar results. The addition of contrast and busyness re-
spectively does not really change the results except the val-
ues of the similarity function become more realistic. For
weighted perceptual models (Fig. 2.(b)), we found that the
weighted combination of the three features, i.e. coarse-
ness, directionality and contrast or even the weighted com-
bination of all the four features give better results than the
weighted combination of coarseness and directionality only.
Results given by different hierarchical models (Fig. 2.(c))
seem to be very close to each other. However the results
of the first non-weighted hierarchical model and the second
weighted hierarchical model seem to be a little bit better
than the two others. When the different perceptual models,
non weighted, weighted and hierarchical, are compared to
each other, we can say that the results are good for all of
them. However The weighting of features and the organi-
zation of features in hierarchy allow to obtain more accu-
rate results regarding the absolute values of the similarity
function and the adjustment of relative positions taken by
images in the similarity ranking.

5 Conclusion

A new flexible similarity model was introduced based on
Gower’s coefficient of similarity. The flexibility of this
similarity model resides in the fact that it can be declined
in several versions: non-weighted, weighted and hierar-
chical versions. Experimentation conducted on homoge-
neous textures, using both the autoregressive model and the
perceptual model as content representation models, show
very good results. They show clearly the superiority of the
perceptual model, in all its variants, on the autoregressive
model. This can be explained by the fact that, probably,
perceptual similarity must rely, necessarily, on features that
have a perceptual meaning; the estimated parameters of the
autoregressive model have no perceptual meaning. The ex-
perimental results show also that, for perceptual similarity,
the perceptual meaning of features is more important than
the way to combine individual similarities to obtain a global
similarity. However the way to combine individual similari-
ties is important too. It allows mainly to obtain more realis-
tic similarity values and also to adjust the relative positions
taken by images in a similarity ranking.
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