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Warning. The material of Section[I]is very sketchy and it is there mainly to
recall some basic definitions and fix the notation for the rest of the course, as
standard notions from probability theory are assumed to be a prerequisite.
I don’t recommend attending this course if you haven’t taken a course in
Probability before.



Standing assumptions for the rest of the course.

1. We assume that all the measures we deal with have a density, unless
otherwise stated.

2. All the Markov processes are time homogeneous (again, unless other-
wise stated).
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1 Basics of Probability

For background material on probability theory see for example [79]. We
start by recalling some elementary definitions.

e Let F be a set and £ a collection of subsets of . £ is a o-algebra of
subsets of F if

e Feg&,
o if A€ & then A° € €&,

o if {A;}jcr C € then Y
of indices.

el Aj € &€, where I is an at most countable set

The pair (E, ) is a measurable space. If p is a measure E| on F, the triple
(E,&, ) is called a measure space.

If T is a class of subsets of E, we denote by o(I") the o-algebra generated by
I', i.e. the smallest o-algebra containing I', which is the intersection of all
the o-algebras containing I'.

If E is endowed with a topology then the o-algebra generated by the open
sets of E is called the Borel o-algebra and denoted B(FE) or simply B when
there is no risk of confusion. We will often use the o-algebra B(R"). It is a
good exercise to compare the definition of o-algebra with the definition of
topology, which are completely different and come from two very different
needs, but they are often mixed up.

e If P is a measure on a set ) such that P(Q2) = 1, we call P a probability
measure. The triple (2, F,P), with F a o-algebra on €2, is then a probability
space. § is the sample space, points w € ) are sample points and elements
A € F are events.

o Let (E,E), (E',E") be two measurable spaces. A map X : E — E' is
E/E'-measurable if the preimage of any A’ € &' is aset A € £, i.e.

X 1A)yeg,  forall A cé€.

When the measurable space at hand is indeed a probability space then a
F/&'-measurable map X : Q — E’ is a E'-valued random variable. To fix
ideas, from now on we will mainly work with R"-valued random variables,
where R" is assumed to be endowed with the Borel o-algebra B(R™). Also,
I will not repeat every time that (£2, F,P) is a probability space.

!Countably additive and non-negative set function with (@) = 0.



o Let X : Q — R"” be a random variable. The collection of sets
o(X):={X"YB),B e B}

is a o-algebra (check), called the o- algebra generated by X. It is the smallest
sub-o-algebra of F with respect to which X is measurable.

o Let X : (O, F,P) - (R",B) be a r.v. The law of X is the map
Lx : B —[0,1] defined as follows:

Lx(B)=P(X'(B)), forall BecB.

Lx is a probability measure on R”. Therefore a random variable induces,
through its law, a probability measure on R™.
The function Fx : R™ — [0, 1] defined as

Fx(x) =P(X < x),

is the distribution function of X. If the range of X is discrete then X is a
discrete r.v. and in this case its distribution function will be discontinuous.
If instead the distribution function of X is continuous then it is customary
to say that X is a continuous r.v. However, in order to avoid confusion with
the terminology for stochastic processes, we will more often simply say that
X is a r.v. with continuous distribution.

o If there exists a nonnegative integrable function f : R™ — R such that

Tn T
FX(x):/ / f(z1,.. . 2n)dzy . dzyp,

then f is the density of X. In the above we used the notation R" > x =

('xlv s 7:CTL)'
If X admits a density function then

P(X € B) = /B f(w)da.

o If Xy,...,X,, are R" valued r.v., their joint distribution function is
the function Fx, _ x,. : (R™)™ — [0, 1],

FXl,...,Xm = ]P)(Xl S Tlyen- 7Xm S xm))

where this time z; € R™.



e We also recall that the ezpectation of X, E(X) is

E(X) := /QXdIP’ (1)

so that
P(X € B) =E(1p),

where 1p is the characteristic function of the set B. X is integrable if
E(|X]|) < co. As you can imagine, formula tends to be quite unpractical
to use for calculations. However, if X has a density, then the following holds.

Lemma 1.1. With the notation introduced above, let g : R™ — R™ be a
measurable function such that Y = g(X) is integrable. Then

and in particular
E(X) = / xf(x)dzx.
If 4 = E(X) then we define the variance of X to be

Var(X) = (X — uf* = [ o = uf* f(a)d

where |-| denotes the euclidean norm. The covariance of two r.v. X and Y
is instead
Cov(X,Y) :=EXY)—-EX)E®Y).

Recall also that if two r.v. have joint distribution F'xy and joint density
function fxy then

E(9(X,Y)) = //g(w,y)fx,y(x,y)dxdy-

Moreover, the Convolution Theorem states that in such a case the density
function of Z = X +Y is given by

fz(2) = /fX,Y(x,Z —x)dz.

Example 1.2. If X : Q — R is a r.v. with density

fz) =

then X is a Gaussian (normal) r.v. with mean m and variance 2. In this
case we use the notation X ~ N (m,d?).



Example 1.3. Analogously in higher dimension. If X :  — R" is a r.v.
with density

f£) = kb m O )

—/(2m)" det(C)

9

for some m € R™ and some positive definite matrix C' then X is a Gaussian
(normal) r.v. with mean m and covariance matrix C.

Finally, we recall that the space L'((Q,F,P);R") (most often I will
just write L1(2, F,P) or L*(P)) is the space of F-measurable integrable
R™-valued . Analogously, for all p > 1, LP((Q2, F,P);R™) is the space of
F-measurable functions X : 2 — R" such that

/ | X (w)|P dP(w) < oo
Q

If the random variable X has a density (i.e. if the distribution function of
X has a density) f(z), then the above integral can just be rewritten as

M) = [ el fa)de.

My (f) is the p-th (non-centered) moment of the r.c. with density f.

1.1 Conditional probability and independence.

If A,B € F and P(B) > 0 we define the conditional probability of A given

B to be
P(AN B)

P(B)
Any two events A, B € F are independent if

P(AN B) = P(A) P(B).

P(A|B) :=

A collection {X;}; of R" valued r.v. is independent if
P(X, € By,..., Xy € By) = P(X; € By)-... P(Xy € By)

for any k > 2 and any Borel sets B;. If two real valued r.v. X and Y are
independent then

E(XY)=E(X)- -E(Y) hence Cov(X,Y) =0

and

Var(X +Y) =Var(X) + Var(Y).

Let us now recall the basic facts about conditional expectation.



Definition 1.4. Let X be a R" valued random variable, X € L'(Q, F,P)
and let G be a sub-sigma algebra of F. Then there exists a unique integrable
and G-measurable random variable Y such that

E(Y1lg) =E(X1g) VG eq. (2)

The r.v. Y is (a version of) the conditional expectation of X given G; we
use the notation Y =: E(X|G). Also, if Z is a r.v. the notation E(X|Z) is
a short notation for E(X|o(Z)).

If X € L?(Q2, F,P) then there is a clear interpretation for the conditional
expectation in terms of projections; indeed in this case if G is a sub-sigma
algebra of F then L2(£2,G,P) is a proper closed subspace of L?(2, F,P).
Therefore for any X € L?(Q, F,P) there exists a unique Y € L*(Q,G,P) =:
KC such that

|X =Yl = inf |X =Wz ad X-YLW VWEeK,
€

i.e. Y is the unique orthogonal projection of X on K. In other words, among
all the G-measurable functions, Y is the best (in the L? sense) estimator of
X. Rephrasing: if the information contained in the o-algebra G is available,
Y is our best guess on X. We list the main properties of the conditional
expectation:

i) If Y = E(X|G) then E(Y) = E(X) (which follows from (2)))

i1) Take out what is known: if Z is G-measurable then E(ZX|G) = ZE(X|G)
and in particular E(Z|G) = Z

ii1) Tower property: if H C G C F then

E[E(X|9)[H] = E[E(X[H)|9] = E(X|H)

iv) If X is independent of Z then E(X|Z) = E(X).
In the same way, for any event A € F and any r.v. X, we can define
P(A|X) :=P(Alo(X)) :=E(14]|X).

It is a general fact that, for any two r.v., E(Z|X) can be written as a
measurable function of X, i.e. there exists a measurable function A such
that

E(Z|X) = h(X).



However the function A is defined only up to a set of measure zero. When
we apply this reasoning to P(A|X), we obtain that

P(A[X) = h(X), (3)

for some measurable function h. We might suggestively write, and in fact
we shall do so,
P(AIX = 2) = h(z);

however the above expression is intended to hold for almost every x.

1.2 Convergence of Random Variables

First, let us list the main modes of convergence that we will be using.

Definition 1.5. For simplicity let X,,, X : Q — R be real valued random
variables, (but clearly all the definitions below apply to R™-valued r.v.) and
let v, and v be the law of X,, and X. We will assume that v, and v have
a densz’tyﬂ and with abuse of notation we will write dv,(x) = vy (z)dx and
dv(z) = v(z)dz.

e X, “% X almost surely if

Xp(w) — X(w) for a.e w, ie. IP’(lim X, = X) =1.

nbo0
o X, 5 X, where LP := LP(:R), p > 1, if

E|X, — X|” — 0.
e X, % X in probability if for any € > 0

lim P(|X,, — X| >¢€) =0.

n—oo

o X, 4 x (or also X, Py X or X, — X) in distribution or weakly if

/ h(z)vy(x)de — / h(z)v(x)dz for any h € Cy(R).
R R

*We say that a probability measure u on (R™,B) has a density if there exists a non-
negative function f(z) such that v(B) = fB f(z)dz for any B € B.

10



An important fact to notice about weak convergence is that this defini-
tion makes sense even if the random variables that come into play are not
defined on the same probability space.

The above modes of convergence of r.v. are related as follows:

a.s. = in probability = in distribution
and
in LP = in probability .
The latter implication is a consequence of the Markov Inequality:
1
P(X > ¢) < —E[g(X)], (4)
g(c)

for any r.v. X, for all c € Rand g : R — R4 measurable and non-decreasing.
A particular case of the Markov Inequality is the Chebyshev’s inequality:
for all ¢ > 0 and for any square integrable r.v. X,

Var(X)

PIX -l > ) < -

,  Where u:=EX.
In general a.s. convergence and convergence in LP are not related at all.

However, we recall the following classic results.

e Monotone Convergence Theorem (MCT). If 0 < X,, 1 X almost
surely, then EX,, T E(X).

e Dominated Convergence Theorem (DCT). If X,, - X a.s. and there
exists a integrable r.v. Y s.t. |X,,| <Y then

E(|Xn - X[) =0 (5)

and therefore also
E(X,) — E(X). (6)

e Bounded Convergence Theorem (BCT). If X,, — X a.s. and there
exists a constant K > 0 independent of n such that |X,| < K then
E(|X, — X|) = 0.

e Uniform Integrability criterion for L! convergence (UIC). Let X,, X
be integrable r.v. Then X,, — X in L' if and only if the following two
conditions hold:

i) X,, — X in probability

11



ii) X, is uniformly integrable, i.e. for all € > 0 there exists K > 0 s.t.
E(|Xn|1{\Xn|>K}) <€, Vn € N.

e Scheffé’s Lemma. Let X, X be integrable and suppose X,, — X a.s.
Then
E| X, = E|X| < E(|X,—-X|) —0.

Remark 1.6 (On the above theorems). In the DCT and in the BCT the
inequalities | X,,| <Y and | X,,| < K are meant to hold pointwise, i.e. for all
n and w. In the DCT, (6)) follows from simply because |[E(X,, — X)| <
E|X, — X|. The BCT is clearly a consequence of the DCT. Both the BCT
and the DCT hold even if the assumption on the a.s. convergence of X, to
X is replaced by convergence in probability. In this respect, if X,, X are
assumed to be integrable, it is clear that DCT and BCT are a consequence
of the UIC. Last, because ||a] —|b]| < |a — b, the implication ” < ” in
Scheffé’s Lemma is trivial. The opposite implication is the nontrivial one.

Now some remarks about weak convergence. According to the famous Port-
manteau Theorem (see for example [§]) convergence in distribution can be
equivalently formulated as follows:

Theorem 1.7 (Portmanteau Theorem). Let X, be a sequence of real valued
r.v. with distribution functions Fy(x) and F(z), respectively. Then

X, %X & lim Fy(z) = F(z)
n—oo
for every point of continuity of F'.

While we do not show the proof of the above theorem, we do hope that
the following example is somewhat enlightening.

Example. If X,, = 1/n then v,, the law of X,,, is the unit mass at 1/n.
Clearly X,, — X, where the law of X, v, is the unit mass at 0; indeed

/ h(@)dvm = h(1/n) — h(0) = / h@)dy Vh € Cy(R).
R

R

However 0 is a discontinuity point for F' and

F.(0) =P(X, <0)=0%#1=F(0) =P(X <0).

Other facts that you might want to bear in mind:

12



o If X, % X and X is a constant (i.e. it is deterministic) then conver-
gence in probability and weak convergence are equivalent.

e Slutsky’s Theorem. If X, 2y ¢, where ¢ is a constant, then 9(Xn) 2

g(c) for any function g that is continuous at c.

e Cramér’s Theorem. Suppose X, 4 X and Y, & ¢, where c is
deterministic. Then

i) X, +Y, %X +c
i) X,Y, % cXx
i) X,/Y, % X/c if c#0.

e Continuous Mapping Theorem. Let g be a continuous function

and suppose X, % X. Then 9(Xy) 4 g(X). The same thing holds
for almost sure convergence and for convergence in probability as well.

Definition 1.8 (Weak convergence of probability measures). Let (M,d) be
a separable metric space. A sequence of probability measures p, on M is said
to converge weakly to p (probability measure on M ) if for every continuous
and bounded function h on M one has

/M h(2) o (dz) —> /M h(z)u(dz).

Remark 1.9. Observe the two following facts.

e Taking u, to be the law of a random variable X, it is clear that u,
converges weakly to p if and only if X,, converges in distribution to
X, where the law of the r.v. X is pu.

e In view of Remark[0.10]and the functional analytic definition of weak-*
convergence (see Appendix , what probabilists call weak conver-
gence of probability measures should be referred to (and analysts do
in fact refer to it) as weak-* convergence.

As it is customary, we say that {X;}; are i.i.d. random variables if they
are independent and identically distributed. We recall the following two
fundamental results, which you will have already seen in some probability
course. Later on we will build on these results and reread them in a more
general context.

13



Theorem 1.10 (Strong Law of Large numbers). Let {X;};cn be a sequence
of i.i.d. integrable random variables with E(X;) = p and consider

1 n
:n;Xi.

Then
Sp X5 4, e P(lim S’n:,u> =1
n—oo

Example 1.11 (The simplest example of Monte Carlo Method). Let f be
a bounded measurable function f : [0,1] — R and X,, be a sequence of i.i.d
r.v., uniformly distributed on [0,1]. Then the sequence {f(X,,)}, is still a
sequence of i.i.d integrable r.v. Applying the LLN we get

—Zka L5 RB(f /f

Therefore, once we can generate samples from the variables X}, the quantity
1 = > p=1 f(X}) is, for large n, a good approximation of fo x) dx.

Theorem 1.12 (Central Limit Theorem). Let {X;}ien be a sequence of
i.i.d. square integrable random variables with E(X;) = u and Var(X;) = o2.
Then

V(S — 1) =5 N(0,07).
Comment. Notice that if we set S, = >°7 | X;, then E(S,) = ny and
Var(S,) = no?. Therefore the above theorem is equivalently restated by

Sp —E(Sp)

[Var(S,)]*/? 5 N(0,1),

i.e.

' — S
limP<a<SnM<b>:/ e 2dx, VYa<beR.
n—o00 o'\/ﬁ V2T J,

2 Stochastic processes

A family {X;}ier of S-valued random variables X; : Q@ — S is a stochastic
process (s.p.). If I = Z or I = N then X; is a discrete time stochastic
process; if I = Ror I = Ry := {x € R: 2z > 0}, it is a continuous time
stochastic process. During this course the state space S will be either R"

14



or Z, unless otherwise stated. For a reason that will possibly be more clear
after reading Remark below, we sometimes consider the process as a
whole and use the notation X := { X }ser.

Now notice that

Xi(w)=X(t,w): I xQ—S.
If we fix w and look at the (non-random) map
I>t— X(t,w)e S for fixed w (7)

then we are looking at the path X;(w) =: w(t), i.e. we are observing ev-
erything that happens to the sample point w from time say 0 to time ¢. If
instead we fix £ and we look at the map

Q5w — X(t,w) € R" for fixed t,

then this is a random variable, which gives us a snapshot of what is happen-
ing (although clearly not in a deterministic way) to all the sample points
w € Q at the time ¢ when we took the picture. The old chestnut of the
Eulerian vs Lagrangian point of view. It is sometimes convenient to think
of () as a set of particles and of the state space S as the physical state space
(for example position-velocity), so that w(t) is the path in state space fol-
lowed by the particle w and X;(w) represents, for fixed t, the state of the
system at time ¢. This will be the point of view that we shall adopt when we
talk about non-equilibrium statistical mechanics. In other cases it is more
convenient to think of w as an experiment, so that X;(w) is a realization of
such an experiment at time t.

Remark 2.1. Formula offers another perspective on stochastic process:
we can look at a stochastic process as a random map from the sample space
Q to the path space (S)! := {maps from I to S}. More explicitly

X:Q— (5)!
w — w(t),

i.e. to each sample point, or particle, we associate a function, its path.

Definition 2.2. Two stochastic processes { X} and {Y;}+ taking values in
the same state space are (stochastically) equivalent if P(X; # Y;) = 0 for all
teT. If {X¢}t and {Yi}+ are stochastically equivalent then { X}t is said to

15



be a version of {Y;}; (and the other way around as well). Given a stochastic
process { X }¢ the family of distributions

]P)(th € By,... ,th S Bk),

forallk € N, t1,...,t, € T and B1,...,B; € S, are the finite dimensional
distributions of the process {X.}.

If two stochastic processes are equivalent then they have the same fi-
nite dimensional distributions, the converse is not true. Let us make some
remarks about these two notions, starting with an example.

Example 2.3. Stochastically equivalent processes can have different real-
izations. Indeed, consider the processes { X };cjo,1] and {Y;}4¢jo,1] defined as
follows

0 ift#r

X; =0 V¢t and Kg:{l P

where 7 is a random variable with continuous distribution 7 :  — [0, 1], so
that P(t = a) =0 for all a € [0, 1]. In this case P(X; #Y;) =P(t =71) =0.
Therefore these two processes are stochastically equivalent but the trajectory
of Xy is continuous while the trajectory of Y; has a discontinuity at ¢t = 7.

One might wonder whether the finite dimensional distributions deter-
mine the process uniquely; in general the answer is no, indeed also the finite
dimensional distributions don’t say anything about the paths. However the
Kolmogorov extension Theorem (see for example [56, Theorem 2.1.5] ) gives
a consistency condition in order for a family of distributions to be the finite
dimensional distributions of some stochastic process.

Definition 2.4 (Continuous processes). Let {X;} be a continuous-time s.p.
We will say that {X;} is continuous if it has continuous paths, i.e. if the
maps t — X¢(w) are continuous for a.e. w.

Given a function we know how to check whether it is continuous or not.
Such an exercise might not be so obvious when it comes to stochastic pro-
cesses. Luckily for us, Kolmogorov provided us with a very useful criterion,
which we present for real valued processes but it holds in more generality.

Theorem 2.5 (Kolmogorov’s continuity criterion). Let {X;}t>0 be a s.p.
with state space R. If there exist constants o, 3 > 0 and C' > 0 s.t.

E|X(t)—X(s)P <Clt—s|'™ Vi,s>0

16



then the process is continuous. More precisely, for any v € (0,a/8) and
T > 0 and for almost every w there exists a constant K = K(w,~,T) such
that

| X(t,w) — X(s,w)| < K[t—s|", V0<s,t<T.

Definition 2.6. A filtration on (2, F) is a family of o-algebras {&; e such
that & C F for allt € I and

EsC & ifs<t.
The process { X }+ is E-adapted if the r.v. X; is E-measurable for every t.

The most natural filtration to consider is the one generated by the
process itself, i.e. the filtration F; = o({Xs}o<s<t), as X; is clearly Fy-
adapted. The o-algebra F; contains all the information available to us about
the process up to and including time ¢.

Example 2.7 (Standard Brownian Motion). We define a Wiener Process
or Brownian Motion (BM) to be a real-valued stochastic process {B(t)}+>0
such that

i) B(0)=0
ii) B(t) — B(s) ~ N(0,t —s) forall 0 < s <t

iii) Increments over non-overlapping time intervals are independent: for all
n € N and tq,...,t, such that 0 <t; <ty < --- < t,, the increments
B(t1),B(t2) — B(t1),...,B(tn) — B(tn—1) are independent.

A few remarks about this definition:
1. From the definition it follows that
E(B(t)B(s)) = min(t, s).
Indeed suppose s < t, then
E(B(t)B(s)) = E([B(t) — B(s) + B(s)]B(s)) = EB(s)* = s.

Therefore the process has stationary increments (it is not itself sta-
tionary though).

2. From ii) it follows that

b 2
P(B(t)e(a,b)):\/%/ 5 dz. (8)
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3. It is possible to prove that B(t;) — B(t;—1) is independent of F, | =
o{B(s);s < t;—1} as a consequence of 1., ii) and iii) above.

A natural extension of the definition of (standard, one dimensional BM) is

the following: a n-dimensional standard BM is a n-vector (Bi(t),..., By(t))
of independent one dimensional BMs.

BM is possibly the most important example of this course. For the
moment we just give this formal definition. Later on we will introduce BM
in a more physically motivated way and justify the definition that we have
just given.

2.1 Stationary Processes

We start by working with continuous time stochastic processes {X;}ier, so
for the time being I C R.

Definition 2.8. A continuous time stochastic process {Xi}ier is strictly
stationary, or simply stationary, if its finite dimensional distributions are
mwvariant under time shifts:

P(Xy, € Bi,..., Xy, € By) =P(Xy, 44 € Bi,..., X4, 41 € By)

forallh € R (such that h+t; € I), forallk € N, t1,...,t, € I and By,...,By €
S, where S is the state space of the process X;.

The intuitive meaning of this definition is readily seen when we take
k =1, so that the Definition [2.8] implies that the law of X; does not depend
on t. Stationary processes are therefore used to describe phenomena which
happen under conditions that do not change in time.

Definition 2.9. A continuous time stochastic process {X;}ier is wide sense
stationary (WSS) if it has finite first and second moments and

1. E(Xy) is constant, i.e. it does not depend on t;
2. Cov(XyXy) is a function of the difference t — s.

The function Cov(X:X;) is also called the autocovariance function of
the process X. To motivate the Definition observe that if a process is
strictly stationary then it is also WSS; indeed if X is stationary and, for
simplicity, takes values in R, then we know that P(X; < x) does not depend
on t, hence

E(X;) = /J:dIP(Xt < x) is constant in time.
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We can now assume, without loss of generality, that E(X;) = 0 for all ¢.
Then, analogously,

E(Xt1nXstn) = // xy dP(Xypn < 2, Xoyn < y)
= //l’yd]P(Xt < ZE,XS < y) = E(Xth),

from which we deduce that E(X;X,) depends only on the difference ¢ — s.
So strictly stationary = WSS. The converse is in general not true. However
for Gaussian processes strictly stationary is equivalent to WSS.

Clearly, the definition of stationarity can be given also for discrete-time
processes and it is completely analogous to the one given for continuous time
processes.

Definition 2.10. A sequence of random variables { X, }nen is strictly sta-
tionary, or simply stationary, if for every m € N and every k € N, the vector
(X0, X1,...,Xm) has the same distribution as (Xg, X141k, Xmik)-

The notion of stationarity will pop up several times during this course,
as stationary processes enjoy good ergodic properties.

3 Markov Chains

One of the most complete accounts on Markov chains is the book [53]. For
MC on discrete state space we suggest [15], which is the approach that we
will follow in this section.

3.1 Defining Markovianity

Definition 3.1 (Markov chain). A discrete-time stochastic process { Xy, }nen,
X (Q,F,P) — (S,S) on a state space S is a Markov chain if

P(Xny41 € B| X0, X1,...,Xp) = P(Xns1 € B|X,), VBES, neN. (9)

If the state space is discrete (countable or finite) we assume that S is
the o-algebra of all the subsets of S. In the discrete case it is customary to
write @ as

P(Xn+1 = .%'n+1|X0 = T0yy-- -, Xn = xn) = P(Xn+1 = xn+1|Xn = .I‘n)
(10)
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However if the state space is countable the above still holds almost every-
where. If the state space is finite then it holds pointwise.

Denoting by F,, the o-algebra generated by Xg, ..., X,, by definition of
conditional expectation @ can be rewritten as

P(X,i1 € B|Fy) = P(Xni1 € B|X,), VBeS, neN.  (11)

Comment. Whether we look at @ or , the moral of the above def-
inition is always the same: suppose that X, represents the position of a
particle moving in state space and that at time n our particle is at point x
in state space. In order to know where the particle will be at time n + 1
(more precisely, the probability for the particle to be at point y at time
n + 1) we don’t need to know the history of the particle, i.e. the positions
occupied by w before time n. All we need to know is where we are at time n.
In other words, given the present, the future is independent of the past. It
could be useful, in order to better understand the idea of Markovianity, to
compare it with its deterministic counterpart; indeed the concept of Marko-
vianity is the stochastic equivalent of Cauchy’s determinism: consider the
deterministic system

() = f(2),  2(to) = 20 (12)

We all know that under technical assumptions on the function f there exists
a unique solution z(t), t > tg, to the above equation; i.e. given an evolution
law f and an initial datum 2y we can tell the future of z(¢) for all ¢ > ¢y. And
there is no need to know what happened to z(t) before time ty. Markovianity
is the same thing, just reread in a stochastic way: for the deterministic
system we know ezactly where z will be a time t; for a Markov chain,
given an initial position (or an initial distribution) at time ng, we will know
the probability of finding the system in a certain state for every time n > ny.

Notation. If the chain is started at x then we use the notation
P.(X, € B) :==P(X,, € B| Xy = z);

if instead the initial position of the chain is not deterministic but drawn at
random from a certain probability distribution p (p is a probability on S)
then we write P,(X,, € B). Clearly P, = Ps,.

If the MC has initial distribution g, the finite dimensional distributions of
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a Markov Chain can be expressed through the relation
PM(X() € By, X1€By,...,X,, € Bn)

=/ u(dyo)/ P(X1 € dy1|Xo = yo) - - / P(X,, € dyn|Xn—1 = Yn—1)-
Bg By Bn
(13)

During this course we will be mainly concerned with a special class of
MC, i.e. time-homogoneous MC. For these processes the probability of going
from z to y in one time step depends only on z and y and not on when we
are in x. In other words, the one-step transition probabilities do not depend
on time.

Definition 3.2 (Time-homogeneous Markov Chain). A Markov chain (MC)
{X,} is time-homogeneous if

P(Xn41 € B|X,) = P(X, € B|X,) Vn > 0. (14)

Remark 3.3. To be more precise, one can prove that the above formula
is equivalent to the Markov property @D:

@) <= (13).

In words: a time homogeneous Markov process has finite dimensional dis-
tributions of the form . Viceversa, if a stochastic process has finite
dimensional distributions of the form , then it is a time-homogeneous
Markov process .

In the rest of Section [3| (actually, in the rest of this entire course), we
will always assume that we are dealing with time-homogeneous MC, unless
otherwise explicitly stated. The Markov property and the time-homogeneity
imply that we can write

P(X,+1 € B|X,, = x) =: p(z, B) (15)
for some function p: S x S — [0, 1].
Definition 3.4. A map p: S xS — [0, 1] enjoying the following properties

1. For fized x € S, p(x,-) : S — [0,1] is a probability measure, meaning
that p(x,S) =1,

2. For fixed B € S, p(-, B) is a measurable map,
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is called a Markov transition function or a family of transition probabili-
ties. If, in addition to 1 and 2, the relation holds, p are the transition
probabilities of the Markov chain X,,.

Using the transition probabilities we can rewrite the finite dimensional
distributions of the MC as

P,u(XO € BOaXl € Bl,- . 'aXn € Bn) = / /L(dy(J)/ p(yOadyl) . / p(ynfbdyn)'
Bo B

1 n

Therefore, to a Markov process we can associate a family of transition prob-
abilities i.e. a family of functions fulfilling the requirements of Definition
B-4 The above formula also says that once we have an initial distribution,
the transition probabilities are all we need in order to know the evolution
of the chain. This means that we could have introduced Markov processes
working the other way around, i.e. starting from the transition probabilities,
as the following theorem states.

Theorem 3.5. For any initial measure p on (S,S) and for any family of
transition probabilities {p(z,A) : v € S,A € S}, there exists a stochastic
process { Xy, fnen such that

P,(Xo € By, X1 € By,...,Xpn € By) =/ M(dyo)/ p(yo, dy1) .. / P(Yn—1,dYn).
B
° (16)

1 By,

Thanks to Theorem (3.5, an alternative way - alternative to Definition
- of defining a MC is as follows: we first assign a family of transition
probabilities and then we say that X,, is a Markov Chain if

P(X,41 € B|F,) =p(X,,B), VYn €eNand Be€S.

At this point, as before (see Remark , one can prove that the finite
dimensional distributions of X,, are given by and also, viceversa, that a
process X,, with finite dimensional distributions given by is a Markov
chain with transition probabilities p(z, A).

Remark 3.6. Before reading this Remark you should revise the content of
the Kolmogorov extension Theorem in Appendix A.

Once we assign an initial distribution g and a family of transition prob-
abilities, the finite dimensional distributions of the chain X, (say each
r.v. of the chain is real valued) are a consistent family of probability mea-
sures on R™. Therefore the Kolmogorov extension Theorem applies and
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there exists a probability measure P on sequence space RN (equipped with
the o-algebra RY generated by the cylinder sets) such that for all m € N
and all 4; € B(R)

PweRY:wedyi=1,....m)=P(X, € A1,..., X, € Ap).

In other words the coordinate maps of (RN,RN,P), i.e. the maps Y, :
(RN, RN, P) — R defined as Y, (w) = Y, (wo,w1,...) = wp, have the same
finite dimensional distributions as the chain X,, on (Q, 7, P). We have there-
fore found a representation of our chain in sequence space.

3.2 Time-homogeneous Markov Chains on countable state
space

In the remainder of this chapter we will assume that the Markov Chain X,
that we are dealing with is time-homogeneous and that it takes values on
a countable state space S. Each x € S is called a state of the chain. We
endow S with the o-algebra § of all the subsets of S. To fix ideas you can
think of S = Z. The proofs that we will skip can be found in [I5]. For this
class of chains we have:

e Transition probabilities: in this case it suffices to assign the transition
matrixlﬂp = {p(z,y), z,y € S} where each map p : S x S — [0,1]
satisfies

> ple,y)=1 and p(x,y) >0, Va,ye S

yeS

Clearly, p(x,y) == P(X; = y|Xo = z) = P,(X; = y) and for all n > 1
we denote p™(z,y) := Py(Xy, = ).

e Markov property: P(X,11 = Tpi1|Xp = 2n, ..., Xo = x0) = p(a:n,xnﬂ)ﬁ

e Finite dimensional distributions:

Pu(Xo = x0,...,Xn = xpn) = p(zo)p(xo,21) - ... - P(Tn—1,Tn).

3p will actually be a matrix if the state space is finite, it will be an ”infinite matrix” if
the state space is countable.

4The first condition says that p is a stochastic matriz. Here we don’t need to specify
that p(z,y) is measurable in the first argument because with the chosen o-algebra this is
automatically true.

®Observe that this equality contains both the loss of memory and the time-homogeneity.
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The next theorem gives an extremely important property of the MC.

Theorem 3.7 (Chapman-Kolmogorov equation). Let X, be a time-homogeneous
Markov chain with discrete state space. Then for any m,n > 0,

z€S
Proof. We recall the conditional version of the law of total probability:
P(A|B) = ) "P(A|C; N B)P(C;|B).
J
Using this fact,

P(Xnym = ylXo =) = > P(Xpym = y|X;m = 2, Xo = 2)P(Xn, = 2 X0 = 2)

z€eS
= P(Xnym = ylXm = 2)P(Xn = 2| X = 2),
z€S
having used the Markov property in the second equality. O

Example 3.8 (Random Walk on the integers). Let &1,&s,... be ii.d. ran-
dom variables taking values in Z and with I'(j) = P(§, = j). The random
walk ®,, is defined as ¢, = ®,,_1 +&,, n > 1. Let us calculate the transition
probabilities of the chain:

P(® =y|Pg =2) =P(Pg + & = y|Po = 2)
=Pr+&=y)=T(y—2).

Therefore p(z,y) = I'(x —y). Notice that the transition probability of going
from x to y depends only on the increment x — y and not on x and v, i.e.
the random walk is translation invariant.

Example 3.9 (Renewal Chain). This time the state space is N. We define
the chain through its transition probabilities as follows: given a sequence of
positive numbers a; > 0 such that ), . ar =1,

plk,k—1)=1 if k>1
p(0,k) = ag for all k>0
p(j,k)=0 otherwise.
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Example 3.10 (Ehrenfest chain). A box contains N air molecules. The
box is divided in two chambers, that communicate through a small hole. The
state of the system is determined once we know the number k of molecules
that are contained say in the left chamber at each moment in time. Ehrenfest
modelled the evolution of the system through a Markov chain defined as
follows: suppose that at time n there are k molecules in the left chamber.
Assuming that only one molecule per time step can go through the hole, at
time n + 1 either one molecule has gone from left to right (in which case
we will end up with k£ — 1 particles on the left) or one molecule has gone
from right to left (leaving us with k + 1 particles on the left.) In other
words, Ehrenfest modelled the behaviour of gas molecules by using one of
the classical ”urn problems” of probability theory. With this in mind, the
transition probabilities of the chain on state space S = {0,1,..., N}, are
given by

p(k,k—1)=k/N and p(k,k+1)=(N—k)/N, forall k>0,
while p(j, k) = 0 otherwise.
Definition 3.11. For every set A C S we define
Ta:=inf{n >0: X, € A} and T4:=inf{n>1:X, € A},

to be the hitting time of A and the time of first return to A, respectively.
With obvious extension of notation, T, := T(y and Ty := Ty, forallz € S.
For all k > 0, the time of k-th return to x can be defined recursively:

T0:=0 and TF:=inf{n>TF':X,=2}, Vk>1

T
In this way T} = T,.. Moreover we let
Pay = Pe(Ty < o0)

and we say that x communicates with y (in symbols, x — y) if pyy > 0. H
Finally we denote by N(y) the number of visits to y, i.e.

N@y) = 1ix,—y-

n=1

5Most textbooks, especially the most control-theory oriented, will say that y is acces-
sible from z if there exists n € N,n > 0, such that p"(z,y) > 0 and then will say that x
and y communicate if x is accessible from y and y is accessible from x. Notice that our
definition is slightly different as p.y is defined through the time of first return, as opposed
to being defined through the hitting time.
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We notice without proof that
Po(TE < 00) = payply. (17)

Now a few definitions regarding the classification of the states of the chain.
Definition 3.12. We say that the state y € S is

e Recurrent if p,y =1,

e Transient if py, < 1,

e Positive recurrent if py, = 1 and E,(T}) < oo,

e Null recurrent if p,, =1 and E,(T,) = oco.
A state y € S is absorbent if Py (X1 =y) = 1.

Because for any given state y, we can only either have p,, = 1 or py, < 1,
the state of a chain can only be either recurrent or transient. In the first case
we know from that Py (T, ?f < 00) =1 for all k£ > 1. Therefore the chain
will return to y infinitely many times (more precisely, P(X,, = y i.0.) = 1).
If instead y is transient then, on average, the chain will only return to y a
finite number of times.

Theorem 3.13. A state y is recurrent if and only if E,(N(y)) = oo and it
is transient if and only if E, (N (y)) < oco.

Proof. Recalling the definition of N(y), Definition we have

Ey(N(y)) =Y PBy(N(y) > k) = Y Py(Ty < o) (18)
k=0 k=0
= B { 00 iff pyy =1

O]

Theorem 3.14. If x is recurrent and communicates with y, i.e. pgy > 0,
then y is recurrent and py, = 1.

Proof. Let us start with proving that if x is recurrent and p;, > 0 then
pyz = 1. Recall that = recurrent means that P, (T, < oo) =1 i.e. Py (T, =
oo) = 0. We will show that if p,, > 0 and p,, < 1 then z cannot be
recurrent. If p, > 0 then there exists h > 0 such that p(x,y) > 0. Let h
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be the smallest h for which p”(x,y) > 0. Then there exist 21,...,2;_; € S
such that

p(m,zl)p(zl,ZQ) T 'p(zﬁ—hy) >0

and z; # x for all j (otherwise h wouldn’t be the smallest h for which
p"(z,y) > 0). With this in mind, if p,, < 1 we have

Py (Ty = 00) = p(x,21) ... - (251, ¥)Py (T = 0)
= p(.’E,Zl) BRI p(zﬁ—hy)(l - pyiﬂ> > Oa

so it has to be p,; = 1. Now let us prove that y is recurrent. To do so,
we will show that E,(N(y)) = oco. Because py, > 0, there exists £ > 0
s.t. p'(y,r) > 0 and also recall that p”(z,y) > 0. From the Chapman-
Kolmogorov equation we have that

p€+n+h(

y.y) > ply, 2)p"(z, 2)p" (2, ),

so that summing over n on both sides we get E, (N (y)) = oo as E,(N(z))
> n>1P" (2, 2) = oo because x is recurrent.

O

Now we need another couple of definitions.

Definition 3.15. A set C' C S is closed if
xeC and pry >0 = yeC.
A set F C S is irreducible if
r,y €F = pgy > 0.

A chain is irreducible if the whole state space is irreducible.

These two definitions might look similar but they are actually quite
different. In the case of a closed set, if we start in C' then we remain in C'
ie. if x € C then P, (X,, € C) =1 for all n > 1. Also, strictly speaking, if
we have a closed set and we consider the set C' = CU{z}, where p(c,2) =0
for all ¢ € C, then (' is still closed. For an irreducible set this cannot
happen as every element has to communicate with each other. Moreover,
in an irreducible set, if p;, > 0 then also py, > 0 and this is not true for a
closed set.

With the above definition, the following corollary is a straightforward
consequence of Theorem [3.14]
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Corollary 3.16. If a chain is irreducible then either all the states are re-
current or all the states are transient.

What the following Theorem and Corollary prove is that in the
case of a chain with finite state space, there is a way to decide which of the
two cases occurs: if S is finite, closed and irreducible then all the states are
recurrent.

Theorem 3.17. If C is a finite closed set then C contains at least one
recurrent state.

Corollary 3.18. If C is a finite set which is closed and irreducible then
every state in C is recurrent.

Proof of Theorem[3.17 By contradiction, suppose all the states in C' are
transient. If this is the case then, acting as in we have

Ex(N(y)) = pay/(1 = pyy) < c0. (19)

So if we pick z € C', we have

00> Y B (N(y) =D p"(z,y) = o0,

yeC n=1yeC

where the first inequality on the left follows from the finiteness of C' and the
last equality follows from the fact that ZyEC p"(x,y) = 1as Cisclosed. [

Sometimes (and when I say sometimes I mean when the state space is
finite and with reasonable cardinality), it can be useful to ”draw” a Markov
chain, which can be done as follows.

Example 3.19. When the state space is finite the transition probabilities
can be organized in a transition matriz, P = (p(z,y))syecs. Consider the
transition matrix

1 2 3 4 5 6 7
103 0 0 0 07 O O
2 01 02 03 04 0 0 O
3 0 0 05 05 0 0 O
4 0 0 0 05 0 05 0
506 0 0 0 04 0 O
6 0 0 O O 0 02 08
v 0 0 0o 1 0 0 0
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We draw a graph without indicating the self-loops:

6

l=——2—»

v

5

Ay

The sets {1,5} and {4, 6, 7} are irreducible closed sets so every state in these
sets is recurrent.

You might think that the fact that all the recurrent states are contained
in one of the closed and irreducible sets of the chain is specific to the above
example. The following theorem shows that this is not the case.

Theorem 3.20 (Decomposition Theorem). Let R := {r € S : r is recurrent}
be the set of all recurrent states of the chain. Then R can be written as the
disjoint union of closed and irreducible sets, i.e.

R =U;C;, Cj closed and irreducible for any i.

Proof. (Almost all of it). Let x be a recurrent state and define C,, := {y €
S : pgy > 0}. From Theorem we know that C, C R and that p,, > 0.
Therefore either C;, N Cy =0 or Cp, = C,. O

Now we want to introduce a very important notion in the theory of
stochastic processes, the notion of stationary measure. This will lead us to
the definition of ergodicity. Technicalities are of fundamental importance
but sometimes, if not driven by the right intuition, they can obfuscate the
idea underlying them. So let us first explain in words what we are trying
to do, starting with a very simple example. Consider a pendulum, oscillat-
ing around the vertical position. The only (stable) stationary state for this
system is the vertical position. Such a state is stationary in the sense that
if we start the motion at that position, the system is going to remain in
that state. In other words, such a state is an equilibrium for the system. If
we start the motion out of equilibrium, in the long run we will end up at
equilibrium again. However, the one that we have described is a determinis-
tic system, whereas we deal with stochastic systems so we don’t look at the
deterministic evolution but rather at the evolution of probability measures,
as the state of the system at time n is described by a probability measure
(think about the Ehrenfest chain for example, where the state of the system
is described once we exhibit the probability to have k& molecules in the left
chamber at time n, for all k£ and n). Therefore in our context we don’t talk
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about stationary states but we rather consider stationary measures and we
say that a measure p is stationary for the process X, if Xo ~ p = X;, ~ i
for all n > 0. As in the case of the pendulum, stationary measures are
potential candidates to be the equilibrium state of the chain and therefore
they describe the long time behaviour of the process. Obviously there can
be more than one stationary measure. This leads us to the concept of ergod-
icity, which is a property regarding the long time behaviour of the process:
a process is ergodic if it admits a unique stationary measure. We will come
back to this definition later and we will state it in more detail but for the
moment, roughly speaking, in order for a process to be ergodic, it has to (in
the long run)

e explore the whole state space

e explore it in an "homogeneous way”, i.e. we want the time spent in a
given area of the state space to be proportional to how ”big” that area
is. Indeed the physicists’ definition of ergodicity is ”space averages
equal time averages”

e we want all the above to happen independent of the initial condition.

Loosely speaking, if the process is ergodic, it will converge to the stationary
measure. Let us now start with the proper maths, hoping to give more
intuition along the way. We recall that in all that follows we are still referring
to time-homogeneous Markov chains with discrete state space.

Definition 3.21 (Stationary measure). A measure u on S is stationary for
the Markov chain X,, with transition matriz p if

> ul@)p(x,y) = ny)- (20)

If 1 is a probability measure then we call it a stationary distribution.

A short notation for is wp = p. If p is the initial distribution of the
chain then the LHS of is P,,(X1 =y). So, if Xo ~ p then also X; ~ p
and X,, ~ u for all n > 1 (check) and this is the reason why these measures
are also called invariant. In particular check that if holds then

> @)™ (@, y) = p(y) for all n > 1.
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Example 3.22. Consider the simple random walk from the exercise sheet.
Then p(k) =1 is a stationary measure for the chain, as

> ulk)p(k, §) = p(G=1)p(—1,5)+p(G+1)p(G+1,§) = 1—p+p = 1 = u(j).
k

Definition 3.23 (Reversibility). If a measure u satisfies

pu(x)p(e, y) = w(y)p(y, =) (21)
then p is a reversible measure.

The equality is also called detailed balance condition (DB) and it is of
fundamental importance in the context of Metropolis-Hastings algorithms.

Theorem 3.24. If a measure p satisfies the DB condition then it is
stationary.

Proof. Just sum over x on both sides of and get

> p@)pla,y) = p(y) Y ply,z) = uly),

zeS zesS

where the last equality follows from the fact that p is a stochastic matrix. [J

Remark 3.25. Suppose that the Markov chain X,, with transition matrix
p admits a stationary measure p and that Xy ~ pu, i.e. the chain is started in
stationarity. For every fixed n € N we can consider the process {Y;, fo<m<n
defined as Y := X,,_,,, i.e. Y is the "time-reversed” X,,. Then for every
n € N, Y is a time-homogeneous Markov chain with Yy ~ u. To calculate
the transition probabilities ¢(x,y) of Y, we use Bayes’ formula:

q(z,y) =P(V1 = y|Yo = 2) = P(Xp1 = y| Xy = 7)
_P(X, = X = )P ) P Duly)

pa) ()

If the DB condition holds, then ¢(z,y) = p(x,y) for all z,y and in this case
X, is called time-reversible.

Now a very important definition, which holds for chains as well as for
continuous time processes.

Definition 3.26. A Markov chain is said to be ergodic if it admits a unique
stationary probability distribution. In this case, the invariant distribution is
said to be the ergodic measure for the chain.
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I would like to stress that, depending on the book you open, you might
find slightly different definitions of ergodicity. However they all aim at
describing the same intuitive idea. The next theorem says that as soon
as we have a recurrent state, we can construct a stationary measure p(y)
looking at the expected number of visits to y, i.e. the expected time spent
by the chain in y.

Theorem 3.27. Recall that T, := inf{n > 1: X,, = x}. If x is a recurrent
state then the measure

Ha (y) =E;

Te—1

> 1)
n=0

18 stationary.

Proof of Theorem [3.27, We need to prove that
> b (W)p(y, 2) = pa(2).

yes
Let us study two cases separately, the case z # z and the case z = z.

e Case = # z: To this let us rewrite p,(y) = > 07 Po(Xy, =y, Ty > n),
so we have:

Zﬂx(y)p(:% z) = Z Z]P)m(Xn =y, T > n)p(ya Z)

yeS n=0yeSs

oo
= ZPx(XnH =2z,T, >n)
n=0

o0
= Po(Xni1=2T: >n+1).
n=0
On the other hand,

oo
pe(2) = ZIF’m(Xn =2z,Ty; >n)
n=0
o0
= ZPI(XTZ =2z,T, >n)
n=1

oo
= Po(Xnp1= 2T >n+1),
n=0
proving the claim if = # z.
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e Case x = z then, since p,(z) = 1 by definition, we need to show that

D ey, x) =D Y Pu(Xn =y, To > n)ply, x)

o0
=Y Po(Tu=n+1)=1,
n=0

where in the last equality we used the fact that x is recurrent.
O

Theorem 3.28. If the chain is irreducible and recurrent then there exists a
unique stationary measure, up to constant multiples.

Idea of Proof. Let R be the set defined in Theorem [3.20 The moral is the
following: if we pick « € C; then the measure p, defined in Theorem [3.2
is a stationary measure. If we pick any other Z in the same set Cj;, the
corresponding measure pz is only a constant multiple of p,. Under our
assumptions, there is only one big recurrent irreducible set, the state space
S. Therefore we can pick any z € S and construct an invariant measure .
At this point one proves that any other invariant measure say u will be a
constant multiple of u,, i.e. there exists a constant K > 0 such that

pa(y) = Kp(y) forally € 5.
O

So far we have a way to establish existence of the stationary measure,
Theorem [3.27] and a result to establish uniqueness, Theorem [3.28. But what
we are looking for is a distribution.

Theorem 3.29. Suppose the chain is irreducible. Then the following state-
ments are equivalent:

1. the chain is positive recurrent (i.e. all the states are positive recurrent)
2. at least one state is positive recurrent
3. the chain admits a unique stationary distribution.

In order to prove the above result we need the following two technical
lemmata.
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Lemma 3.30. Suppose 7 is a stationary distribution for the chain. Then

w(x) >0 = x is recurrent.

Proof of Lemma[3.30, Exercise.

Lemma 3.31. Suppose the chain has a stationary distribution w. If the
chain s also irreducible then we can express w as

n(y) = 1/E,T, .

Proof of Lemma[3.31 Irreducibility = 7(z) > 0 for all z € S = the chain
is recurrent. Irreducible recurrent chains have a unique stationary measure
up to constant multiples. and we know that objects of the form p,(y) =
ng”:al p"(x,y) are stationary measures. The normalization factor for u, is

Tr—1 o]
Douely) =Y Y pMay) =YY Pu(Xy=y,Tp>n)
y n=0 vy n=0 y

= Pu(T: > n) = BT,
n=0

Now it is clear that our stationary distribution is

7T(Z) — :U’CC(Z) — C:U’Z(Z) — 1
Zz M (Z) C Zy Kz (y) Esz ’

where in the above C' is a constant and we used p,(z) = 1.

O]

Proof of Theorem[3.29. 1 = 2 is obvious.
2 = 8. Suppose zx is positive recurrent, so E, T, < co. Then from the proof
of Lemma B.31] and from Theorem [3.27 we know that

m(Y) == pa(y) /BTy .

3 = 1. If the chain is irreducible then 7(z) > 0 for all z and the stationary
distribution can be expressed as

1
T) = > 0,
m(x) E.T,
hence E,T, < oo for all x, i.e. the chain is positive recurrent. ]
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This completes the picture. Roughly speaking we have shown that
e recurrence ~- existence of invariant measure
e irreducibility ~» uniqueness of invariant measure

e positive recurrence ~ finiteness of the stationary measure, i.e. we have
a stationary distribution.

Now that we have a unique candidate for the equilibrium state of the chain,
i.e. for the asymptotic behaviour of the process, we need to answer the last
question: when does the chain converge to equilibrium? In other words, we
want to understand the behaviour of p™(z,y) for large n. Before answering
the question we need another definition.

Definition 3.32. Let v, be the largest common divisor of the integers in
the set {n > 1 : p™(z,x) > 0}. vy is the period of z. If vy =1 then x is
aperiodic. A chain is aperiodic if all the states are aperiodic.

As you can imagine,
Lemma 3.33. If pgy > 0 then v, = v,
Now let us answer the question.

Theorem 3.34. Suppose the chain is irreducible and positive recurrent.
Then we know there exists a unique stationary distribution w. If the chain
is also aperiodic then p™(x,y) — 7(y), and the convergence is in total
variation i.e.

> "z, y) — w(y)| = 0. (22)

yes

Comment. It is clear now that 7(y) represents the probability for the
chain to be in y as n — oo. It is very important that convergence to m hap-
pens irrespective of the initial datum that we pick, i.e. in the limit the initial
condition is forgotten. We will not prove the above theorem as we think that
the meaning of the statement is already transparent enough: if there exists a
unique stationary distribution, which follows from irreducibility and positive
recurrence, the only thing that can prevent the process from converging to
its unique candidate limit is periodicity. Once we rule that possibility out,
the asymptotic behaviour of the chain can only be described by 7. Another
crucial observation to bear in mind is that implies p™(z, y) =3 7 (y) for
all y. Because 7(y) = 1/E,T,, this result is quite intuitive: the probability
of being in y is asymptotically inversely proportional to the expected value
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of the time of first return to y. And this brings us to the last result, which
is very much along the lines of ”time averages equal space averages”.

Define N,,(y) to be the number of visits to y in the first n steps, i.e.

Nn(y) = Z 1(Xj=y)'
Jj=1

Theorem 3.35. Suppose y is a recurrent state of the chain. Then for every
initial state of the chain x € S, we have

Ny (y) 1

" — EyTyl(Ty<oo) , P a.s.

Remark 3.36 (On the nomenclature). In all of the above we have referred
all our definitions to the chain X, rather than to its transition probabilities,
i.e. for example we said that the cain is recurrent or irreducible etc. However,
one can equivalently refer all these definitions to the transition probabilities
p and, in order to say e.g. that the chain is aperiodic we can equivalently
say that p is aperiodic.

Example 3.37. This example shows why aperiodicity is a much needed
assumption in Theorem Consider the Markov Chain on state space
S = {a, b} with transition matrix

(Vo)

This chain is clearly positive recurrent and irreducible, hence ergodic with
invariant measure is 7(a) = 7(b) = 1/2. However it is also periodic with
period 2. It is easy to check that the result of Theorem does not hold
for this chain, indeed p™(a,b) is one if n is odd and 0 if n is even (and
analogously for p™(b,a)). Therefore p™ doesn’t converge at all.

4 Markov Chain Monte Carlo Methods

For the material of this section we refer to [74], 67, 2] 52, [30] [10].

In the previous section we have studied the basic theory of Markov chains
on finite or countable state space. Most of this theory can be translated to
general state space, but this is not what we want to do now. In this section
we want to look at one of the main applications of the theory that we have
seen so far: Markov Chain Monte Carlo methods (MCMC). The main idea
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and purpose of MCMC is readily explained: suppose we want to sample
from a given probability distribution 7(x) on a state space S. We know
from Theorem that if X, is an ergodic (and aperiodic) Markov chain
with invariant distribution 7 then ”for n large enough” p"(x,y) ~ mw(y) i.e.
the outcomes of the chain are distributed according to . Therefore one way
of sampling from 7 is constructing a MC which has 7 as limiting distribution.
If we run the simulation of the chain ”long enough”, the elements X,, will
be the desired samples from 7T|Z|. For simulation purposes, a very important
question is "how big” n needs to be; and, on top of that, how long it takes to
the chain, once stationarity is reached, to explore the state space. We shall
not address these points here but bear in mind that this is a very important
factor to optimize.

An easier reach question at this point is...why do we need to sample from
probability distributions? Well, the main uses of Monte Carl(ﬁ and Markov
Chain Monte Carlo are in integration and optimization problems:

i) To calculate multidimensional integrals: we shall see in Section |5| that,
roughly speaking, if a chain is ergodic and stationary with invariant
probability 7 then

n
fin D 506) =En(f) = [ (o 23)
j=

for every - integrable function f (i.e. for every f such that [ |f(z)| 7(z)
is finite). We will defer to Section |5|a more thorough discussion of the

limit , usually known as Ergodic Theorem. For the time being the

important things to notice are: (i) the limit is a strong law of

large numbers - see Theorem [1.10} (i) if we take f to be the indica-

tor function of a measurable set then says precisely that, in the

limit, ”time averages equal space averages”; most importantly to our

purposes (iii) for n large enough, the quantity on the LHS is a good

approximation of the integral on the right- see Exercise [2}

"However MCMC should only be used when other direct analytical methods are not
applicable to the situation at hand.

80n an hystorical note, Monte Carlo (or also Ordinary Monte Carlo (OMC)) came
before MCMC. OMC was pretty much a matter of statistics: if you could simulate from a
given distribution, then you could simulate a sequence of i.i.d. random variables with that
distribution and then use the Law of Large numbers to approximate integrals. When the
method was introduced, the sequence of i.i.d. was not necessarily created as a stationary
Markov chain.

9Notice that as usual we are assuming that = has a density, which we keep denoting
by 7.
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ii) To calculate the minima (or maxima) of functions, see Section

The following example contains the main features of the sampling methods
that we will discuss.

Example 4.1 (Landscape painting attempt). *** Let ¢(x, y) be a transition
probability on a finite state space S . Suppose the transition matrix @ =
(q(x,y)) is symmetric and irreducible. Given such a @) and a probability
distribution 7 (x) on S such that w(x) > 0 for all z € S, let us now construct
a new transition matrix P = (p(z,y)) as follows :

q(x,y) if m(y) 2 m(x) and z #y
p(z,y) = q(m,y)% if 7(y) <7(z)and z #y (24)
1—=3,2,p(x,y) otherwise.

First of all P = (p(x,y)) is a transition matrix, indeed from the definition
> p(xy) = plz,z) + >, ., p(z,y) = 1. Moreover, P is irreduciblﬂ by
construction because @) is; being the state space finite, this also implies
that P is recurrent and that there exists a unique stationary distribution.
We can easily show that such an invariant distribution is exactly m as P
is reversible with respect to m. To prove m- reversibility of P we need to
show that 7(x)p(x,y) = p(y, )7 (y). This is obviously true when x = y. So

suppose & # y:

i) ifw(y) > m(e): w()p(r,y) = m(2)q(z,y) but also w(y)p(y, 2) = aly. 2) 537 (v)

so that using the symmetry of g we get 7(y)p(y, ) = q(z,y)w(z) and
we are done.

i) if 7(y) < m(z): clearly same as above with roles of = and y reversed.

We are in good shape but we haven’t yet proved convergence to 7. This is
left as an exercise, see Exercise [[7] It turns out that convergence happens
unless 7 is the uniform distribution on S.

Let us pause everything for a moment to think about what we have done:
starting from a (pretty much) arbitrary transition kernel ¢, we have con-
structed a chain with transition kernel p that has 7 as limiting distribution.
We will see that the ”(pretty much)” can be (pretty much) removed. Now
there is only one point left to address: how do we sample from the chain
that has P as transition matrix? By using the following algorithm

10T . the whole state space is irreducible under P; this implies that the state space is
also closed under P.
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Algorithm 4.2. Given X, = z,,
1. generate yp+1 ~ q(Tn,");

2. if m(ynt1) > 7(xy) then X1 = ypnt1;
if T(yn+1) < m(zp) then X417 = ypy1 with probability m(yn41)/7(zy)
otherwise X,,+1 = X,, with probability 1 — 7(ypn+1)/7(xy).

In words, given the state of the chain at time n, we pick the proposal yn4+1 ~
q(y, ). Then the proposed move is accepted with probability a(xy,, yn+1) :=
min{1, 7(yn4+1)/7(xy)}. If it is rejected, the chain remains where it was.
a(z,y) is called the acceptance probability.

Algorithm is a first example of a Metropolis-Hastings algorithm. A
naive explanation of the reason why we always accept moves towards points
with higher probability comes from the Ergodic Theorem, limit , reread
in the case in which the state space is finite (so that the integral on the
RHS is just a sum). If we want to construct an ergodic chain with invariant
probability 7 then the time spent by the chain in each point y of S equals,
in the long run, the probability assigned by 7 to y, i.e. 7(y).

Remark 4.3. Notice that by using the acceptance probability, the kernel
can be rewritten in a slightly more compact form:

p(x,y) = alz,y)alz,y) +:(y) Y (1 - alz,w))q(z,w),
weS

where d,(y) is the Kronecker delta. In view of Section it is also useful
to note that Algorithm can be equivalently expressed as follows: given
Xn = Tn,

1. generate yp41 ~ q(iﬂn, ');

2. set _Xn+1 = yn+1 Wlth pl"Obablhty Oé(xna yTL-'rl)
Tn otherwise.

4.1 Simulated Annealing

We now address the point ii) listed at the beginning of this section.

Suppose again we are in the case in which the state space S' is finite and
again in the setting of Example Let us now apply the reasoning (24 to
the case when the target distribution is

o H(@)/e

me(e) = S5—, (25)
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where € > 0 is a positive parameter, H(z) is a function on S and Z is a
normalization constant, i.e.

Z = Ze‘H(z)/E, so that Zwe(x) =1.

zeSsS zeS

If Q@ = (q(z,y)) is a symmetric and irreducible transition matrix, the pre-
scription ([24) now becomes

q(z,y) if H(y) < H(z) and z # y
pe(w,y) = § qla,y)eTOHWI5f H(y) > H(x) and 2 # y
1—=3 sy pe(z,y) otherwise.

Notice that to simulate the Markov Chain with transition probability p.(z, y)
we don’t need to know a priori the value of the normalization constant Z..
We now know that for n large enough, p!* ~ 7.

Now observe that the definition of 7. remains unaltered if the function H
is modified through an additive constant c, i.e. if instead of H we consider
H(x) = H(z) + c for some constant ¢ then

e—c/ee—H(m)/e e—H(x)/e

= e—cle ZmES e—H(z)/e - Z,

e ()

Therefore we can assume without loss of generality that the minimum of H
is zero. We are after the K (possibly K > 1) points of S, x1,...,2k, such
that H(z;) = 0. In order to find such a set of points where the minimum is
reached we observe that as € goes to zero 7. tends to the uniform distribution
on z1,...,Tx, indeed

o~ H(@)/e 9 1 ifx:a':j for some j=1,..., K
otherwise,

hence Z, ﬂ; K and

W(%’)io) 1/K ifx=uxj;forsomej=1,....K
¢ 0 otherwise.

In this way, if € is small enough, for large n the chain will be in one of the
minima with very high probability.

Instead of fixing a small ¢, we can decrease € at each step. This way
we obtain a non-homogeneous Markov Chain, which we haven’t discussed.
However, when ¢ is interpreted as the temperature of the system, such a
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procedure of decreasing € is what gives the name ”simulated annealing” to
the technique that we have just presented. Such a name is borrowed from
the field of metallurgy as it comes from the heat treatment that some metals
are subject to, when they are left to cool off in a controlled way.

In the context of equilibrium statistical mechanics a measure of the form
is commonly called Gibbs measure at inverse temperature (3, where
B = 1/e. Such measures are of great importance as they represent the
equilibrium measure for a Hamiltonian system with Hamiltonian H. There-
fore the simulated annealing optimization method can be used to locate the
global minima of the energy of the system.

4.2 Accept-Reject method

Example and Algorithm give an idea of what we are aiming for.
However let us take a step back and start again where we began. The aim
of the game is sampling from a given probability distribution. So suppose we
want to produce sample outcomes of a real valued random variable X with
density function W(x)El The idea is to use an auxiliary density function
v(z) which we know how to sample from.

The method is as follows: we start with producing two samples, indepen-
dent of each other, Y ~ v and U ~ U]y 1), where Ujg ;) denotes the uniform
distribution on [0,1]. If U < ]\/7;9(/)),) then we accept the sample and set
X =Y otherwise we start again. The algorithm is as follows

Algorithm 4.4 (Accept-Reject algorithm).
1. Generate Y ~ v and, independently, U ~ U 1);

2. iU < ]\/7;9(?/) then set X =Y otherwise go back to step one.

It is clear from the above that there are only two constraints on 7 (z)
and v(x) in order for this method to be applicable :

e the auxiliary density v is such that v(z) > 0 if 7(z) > 0;

e there exists a constant M > 0 such that w(x)/v(z) < M for all z.

Now we need to check that the samples generated this way are actually
distributed according to 7. Because

U§7T(Y)> for all ¢ € R,

]P’(XSa)z]P’(YSa M)

1This sampling method works in higher dimensions as well, here we present it in one
dimension just for ease of notation.
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what we need to show is that

(YY) ): ffoo dy m(y)
Muv(Y) Joo dym(y)

This is a simple calculation, once we recall that for any two real valued
random variables, W and Z, with joint probability density fiw z(w,z), we

have
I5 [4 fw.z(w, z)dw dz
I5 Jg fwz(w, z)dwdz’

In our case it is clearly fy,y = v(y)-1, as Y and U are independent, so using
the above equality we obtain

P<Y<a’U< for all a € R.

P(W € A|lZ € B) =

) w(Y) \ _ [l dy [T vy) du
]P)<Y§ U<MV(Y)> f dfo v)/Mvly v(y) du
Jiodym(y)
=T ey TS

Remark 4.5. Notice that to use the accept-reject method we don’t need
to know the normalization constant for the density function 7 i.e. we don’t
need to know Z = ffooo 7(x)dx. However we need to know the constant
M. Indeed, even if M cancels in the calculation above — so that it can be
arbitrary — we still need to know its value in order to decide whether to
accept or reject the sample Y ~ v (see step 2 of Algorithm . Moreover,
M is a measure of the efficiency of the algorithm. Indeed, the probability of
acceptance at each iteration is exactly 1/M — see Exercise Therefore in
principle we would like to choose a distribution v that makes M as small as
possible.

One last, probably superfluous, observation: this method has nothing to
do with Markov chains. The reason why we presented this algorithm should
be clear in view of Example The next section is actually about sampling
methods that exploit Markov Chains.

4.3 Metropolis-Hastings algorithm

Before reading this section, read again Example However this time our
state space is RY. H

12This algorithm can be presented and studied on a general metric space, see [74]
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A Metropolis-Hastings (M-H) algorithm is a method of constructing a
time-homogeneous Markov chain or, equivalently, a transition kernel p(z, y),
that is reversible with respect to a given target distribution m(x). To con-
struct the m-invariant chain X,, we make use of a proposal kernel ¢(z,y)
which we know how to sample from and of an accept/reject mechanism with
acceptance probability

a(z,y) = min {1, :W} (26)

We require that 7(y)q(y,z) > 0 and 7(x)q(z,y) > 0. The M-H algorithm
consists of two steps:

Algorithm 4.6 (Metropolis-Hastings algorithm). Given X,, = x,,
1. generate yp+1 ~ q(Tn,");

2. set Xp41 = Ynt+1 With pr'obability a(ajna yn+l)
Tn otherwise.

Lemma 4.7. If « is the acceptance probability , (and assuming w(y)q(y, ) >
0 and w(x)q(z,y) > 0) the Metropolis-Hastings algorithm, Algorithm
produces a - invariant time-homogeneous Markov chain.

Proof. This is left as an easy exercise, see Exercise O

Notice that the samples produced with this MCMC method are corre-
lated, as opposed to those produced with the simple accept/reject method,
which are i.i.d. The M-H samples are correlated for two reasons: because the
proposed move y,+1 depends on z,, and because the acceptance probability
depends on x,,.

Remark 4.8. In order to implement Algorithm we don’t need to know
the normalizing constant for 7, as it gets canceled in the ratio (26)). How-
ever we do need to know the normalizing constant for ¢: ¢ is a transition
probability so by definition for every fixed = the function y — ¢(x,y) is a
probability density i.e. it integrates to one. However the normalizing con-
stant of ¢(x,-) can, and in general will, depend on z. In other words, ¢(z,y)

30n a technical note, the Lemma [4.7 can be made a bit more general (see [74]): first
recall that we are assuming that ¢(x,-) and 7(-) are probability densities with respect
to the Lebesgue measure; having said that we can consider the set R = {z,y € S :
7(y)q(y,z) > 0 and 7(x)q(x,y) > 0} and prove that the chain produced by Algorithm [4.6]
satisfies the detailed balance condition if and only if the a(z,y) = 0 on R°.
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will in general be of the form ¢(z,y) = Z;1G(z,y), with [dyq(z,y) = Z,
so that the ratio in the acceptance probability can be more explicitly
T(Y) Z2q(y,x)
w(x)Zyq(z,y) "

Clearly the choice of the proposal ¢ is crucial in order to improve the
efficiency of the algorithm. We will make more remarks on this point later
on. For the moment we want to explore some special cases of M-H, namely

written as

when ¢(x,y) depends on y only, i.e. ¢g(z,y) = q(y), in which case the
corresponding M-H algorithm is called independence sampler;

when ¢ is symmetric, i.e. ¢(z,y) = q(y,z) and in particular when ¢ is
the transition density of a random walk, so that ¢(z,y) = q(|z — y|)
(see Example ; in this case the resulting M-H algorithm is better
known as Random Walk Metropolis (RWM);

Let us start with the independence sampler.

Independence Sampler. If the proposal kernel is independent of
the current state of the chain, i.e. ¢(z,y) = q(y) — with ¢(y) a probability
density — then the acceptance probability looks like

a(x,y):min{l,m},

so in this case we don’t need to know neither the normalization constant for
the target 7 nor the one for the proposal ¢ (see Remark [4.8). Algorithm
becomes

Algorithm 4.9 (Independence Sampler). Given X,, = x,,
1. generate yn+1 ~ q(-);

2. set Xp41 = Ynt+1 With pr'obability &(Zn, Yn+1)
Tn otherwise.

If in general it makes sense to compare the M-H algorithm with the ac-
cept/reject method, it makes even more sense to compare the independence
sampler with Algorithm [£.4] as they look very much alike. Let us spend a
couple of words to stress the differences between these two: first of all bear
in mind that the independence sampler produces a chain X,,, the outcomes
of which are w-distributed only for large n, while with accept/reject each
sample is m-distributed. In both cases the proposal y,1 is generated in-
dependently of the value that had been produced at the previous iteration.
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However the independence sampler still produces correlated samples — the
acceptance probability still depends on x,, — as opposed to accept-reject,
which produces i.i.d. outcomes (see also the comment before Remark .
On the other hand, if we use accept/reject the upper bound on 7(z)/q(x)
needs to be available a priori, whereas in the independence sampler the con-
stant M does not need to be known.

The symmetric case and Random Walk Metropolis. If ¢(z,y) =
q(y,x) the acceptance probability reads

alz,y) = min{l,%} (27)
and therefore it doesn’t depend on g at all. It is clear that in M-H, as much
as in accept/reject, the choice of ¢, which can in principle be arbitrary, is
of paramount importance in order to optimize the algorithm. The choice of
the proposal ¢ affects the efficiency of M-H at least on two levels as both
the speed of convergence and the acceptance probability depend on ¢. In
the symmetric case the acceptance probability does not depend on the
proposal kernel, however the average acceptance rate p does,

p= //a(x,y)ﬂ(x)Q(x,y) dz dy,

so it is wrong to conclude from that in the symmetric case the only
factor to optimize in the choice of the proposal is the speed of convergence.

A very popular M-H method is the so called Random Walk Metropolis,
where the proposal y,+1 is of the form

Yn+l = Ty + £n+1a

where £,11 is whatever noise independent of z,. In RWM, the outcomes
&1,8,...,&n, ... are i.i.d. with common density g(z), which is assumed to
be symmetric with respect to the origin, i.e. g(x) = g(|z|). In this way
q(x,y) = gly — ) = g(ly — 2]) so q(z,y) = q(ly —z|). For example, if
& ~ N(0,0%) then q(z,y) ~ N(z,0%). The case in which the noise ¢ is
gaussian has been extensively studied in the literature., for target measures
defined on RY. As you can imagine the efficiency of the algorithm decreases
as the dimension N of the state space increases. This is a well known
phenomenon commonly referred to as curse of dimensionality. Therefore,
choosing the proposal variance becomes a more and more delicate matter as
N grows. In R it is customary to consider 62 = ¢N~7 where ¢,y > 0 are
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two appropriate parameters, the most interesting of the two being ~. If ~y is
too large then o2 is too small, so the proposed moves tend to stay close to
the current value of the chain and the state space is explored very slowly. If
instead «y is too small, more precisely smaller than a critical value -y, it was
shown in [3], 6l [7] that the average acceptance rate decreases very rapidly to
zero as N tends to infinity. Such a critical value is, for RMW, equal to one.
If we choose v = 1 then the acceptance probability does not depend on N.

Remark 4.10. Let us repeat that M-H is a method to generate a -
reversible time-homogeneous Markov chain. As we have already noticed,
the fact that the chain is w-reversible does not imply that 7 is the only
invariant distribution for the chain or even less that the chain converges
to m. In these lecture notes we shall not be concerned with the matter
of convergence of the chain constructed via M-H, which is probably better
studied case by case (see for example Exercise . However, for the sake of
completeness, let us mention the two following results:

e If the target density m(z) goes to zero exponentially fast as |z| — oo
then the M-H algorithm is ergodic and converges to .

e If sup, 7(y)/q(y) is bounded, the independence sampler is ergodic and
converges to the invariant distribution.

The precise statement and proof of these results can be found in [53, Chapter
20] and references therein.

4.4 The Gibbs Sampler

The Gibbs sampler is a method of sampling from a distribution which is
the marginal of a joint probability. To be more clear, suppose we have two
random variables X and Y with joint distribution fxy(x,y) and suppose
we know that our target distribution 7 is precisely the marginal

m(z) = fx(z) = /fx,y(x,y)dy.

If we can sample from the conditional distributions fx|y and fy|x, then the
two-stage Gibbs sampler works as follows:

Algorithm 4.11 (Two-stage Gibbs sampler). Set Yy = yp.
Then, forn=20,1,2,...

1. X, ~ f(x’Yn = yn)
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2. Vo1~ f(y|Xn =x4).

Yes I know at first sight it seems impossible that this algorithm does
anything at all. Let us explain what it does and why it works. First of all,
Algorithm produces two Markov chains, X,, and Y,,. We are interested
in sampling from fx(z) so the chain of interest to us is the chain X,,. One
can prove that the chain X,, has fx as unique invariant distribution and
that, under appropriate assumptions on the conditional distributions fxy
and fy|x, the chain converges to fx. We shall illustrate this fact on a
relatively simple but still meaningful example.

Example 4.12. Suppose X and Y are marginally Bernoulli random vari-
ables, so that we work in finite state space S = {0,1}. Suppose the joint
distribution of X and Y is assigned as follows:

[ fxy(0,0)  fx,v(1,0) ]
fX,Y(Ovl) fX,Y(lvl)

The marginal distribution of X is then

fx =1fx(0) fx(1)] = [a1 + a3 az + ad4] . (28)

Consider the matrices containing the conditional distributions:

a a
:[ ! 2]7 ar+az+az+ag=1.
az a4

al as ai az
FY|X = [ al(j;aB allj;as ] and FX\Y = [ a1&;a2 a1&|:1a2 ] ,
ag+aq4  a2+aq ag+az  agtas
ie. (Fy|x)ij = P(Y = j|X =1), i,j € {0,1}. Starting from the above
matrices we can construct the matrix

Fxix = Fy|xFxy -

Such a matrix is precisely the transition matrix for the Markov chain X,.
Indeed by construction, the sequence Xg — Y7 — X is needed to construct
the first step of the chain X,,, i.e. the step Xy — X;. This means that the
transition probabilities of X,, are precisely

P(X1 = 1] X0 = m0) = Y _P(X1 = 2|1 = y)P(Y1 = y|Xo = x0)
Yy

Therefore the entries of the matrix (Fx|x)" are the transition probabilities
p"(zg,z) = P(X,, = x| Xo = x¢). Let the distribution of X,, be represented
by the row vector

[ =1170) 1)) = [P(Xy = 0) P(Xp = 1)),



so that we have
"= Fx = """Fxx Yn>1. (29)

If all the entries of the matrix Fx|x are strictly positive then the chain X,
is irreducible and, because the state space is finite, there exists a unique in-
variant distribution, which for the moment we call 7 = [7(0) 7(1)]. However
if all the entries of the transition matrix are strictly positive then the chain
is also regular (see Exercise hence f™ does converge to the distribution
mTasn — 0o irrespective of the choice of the initial distribution for the
chain X,, (which, in the case of the algorithm at hand, means irrespective
of the choice of yp). Taking the limit as n — oo on both sides of then
gives
™= WFX\X

Because there is only one invariant distribution, the solution of the above
equation is unique. It is easy to check that the marginal fx defined in
satisfies the relation fx = fxFx|x (check it, by simply using the explicit
expressions for fx, Fy|x and fx|y) and hence fx must be the invariant
distribution.

On a very formal level, one could understand Gibbs sampling as a
Metropolis-Hastings algorithm with acceptance probability constantly equal
to 1.

A generalization of what we have done with two variables is the follow-
ing. Suppose we have m > 2 variables X7,..., X, with joint distribution
le,me (ml, - ,a:m) and suppose we want to sample from the marginal

fi(z1) = /fxl,...,Xm(acl, oy Tm)dTy . dTy, .
With the notation
fig,m(@ilze, o Tm) = X%, X0 (T1] T2, T0)
and similarly for fj1 i1 j41,...m, the multi step Gibbs sampler is as follows.

Algorithm 4.13 (Multi stage Gibbs sampler). Set Xo = l‘éo),...,Xm =
(0)

Ty . Then, formn=0,1,2,..., generate

MFrom we know that p"(z,y) — w(y) for all x € S. Because the chain X,
is started with Xo ~ f%(z) = fx;y(z]Y = yo), this implies that limn_e f*(z) =
2zes (iMn oo p" (2, 7)) fx v (2]Y = yo) = 7(z).
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1. an) ~ f1|2,...,m($1!a?§n), L2

2. Xénﬂ) ~ f2|1,3,...,m(332|56§n),xé"), - ,xﬁ,ﬁ))
3. ngnH) ~ f3|1,2,4,‘..,m(373!96§n),wénﬂ),:cfl"), . ,a;g{))
m. Xé?—i_l) ~ fm|1,...,m71(xm‘xgn)7 «Tgn+l), . ,xfﬁfll))

The principle behind Algorithm is the same that we have illustrated
for Algorithm

5 The Ergodic Theorem

More details about the material of this section can be found in [15] 26, [13].
In this section we want to give some more details about the limit . In
particular, we want to link the definition of ergodicity that we have given
for Markov processes with the definition that you might have already seen
in the context of dynamical system theory.

5.1 Dynamical Systems

Throughout this section (2, F) will denote a measurable space, as usual.

Definition 5.1 (Invariant measure and measure preserving map). Let ¢ :
(Q,F) — (2, F) be a measurable map and p be a probability measure on
(Q,F). We define *(p) to be the pushforward of the measure p under ¢:

P (1)(A) = (e~ (4), VAEF
If o*(u) = p, d.e. if
ple (A) =p4), VAeF (30)

then we say that the measure p is invariant under ¢ and that ¢ is measure
preserving and preserves the measure ji.

For a given map ¢ there will be in general more than one measure which
is preserved by ¢.
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Definition 5.2 (Invariant set). A set A € F isinvariant under ¢ if o~ *(A) =
A. We denote by J, the set of invariant sets under ¢:

Jo={AeF:p 1A = A}

When it is clear from the context which map we are referring to, we will
drop the subscript ¢ and simply write J .

Definition 5.3 (Ergodic measure and ergodic map). A probability measure
w1 which is invariant under ¢ is said to be ergodic if the set J, is trivial i.e.
if u(A) is equal to either 0 or 1 for all A € J,. If this is the case then the
map ¢ on (Q, F, 1) is said to be ergodic.

Let me stress again that for a given map ¢ one can in general find more
than one measure that is invariant under ¢ and, among these, more than
one that is ergodic.

Notice that in Definition [5.1] and Definition the measure p doesn’t
need to be a probability measure in the sense that we can still start with
a finite measure and then normalize it. The above definitions assume that
this normalization process has already been performed on the measures at
hand. A very important fact about ergodic measures is the following.

Lemma 5.4. Given a map @, let M, be the set of p-invariant measures.
Then:

e Two ergodic measures in M, either coincide or they are mutually
singularﬂ

o M, is a convex set. A measure i is ergodic if and only if it is an
extreme point of such a set i.e. if  cannot be written as tuy 4+ (1—1t)us
fort e (0,1), p1, p2 € M.

o As a consequence of the above, if ¢ admits only one invariant measure,
that measure must be ergodic.

Now we state the main theorem of this section. To this end we recall
that the notation

LYP) :={f: (Q, F,P) = S s.t. / |f| dP < oo},
Q

where S in the above is any Polish space.

Y Two finite measures p and v on the same measurable space (F,&) are said to be
mutually singular if there exist two disjoint sets A, B € £ such that AU B = E and
1(A) = v(B) = 0.
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Theorem 5.5 (Ergodic Theorem). Let X : (2, F,P) — R"™ be integrable,
i.e. X € LY(P) and ¢ be a measure preserving transformation that preserves
P. Then

The above limit holds a.s. and in L'.
The immediate consequence of such a Theorem is the following corollary.

Corollary 5.6. With the setting of Theorem[5.5, if the measure P is ergodic
for o, then

n—1

L™ X (ph(w)) = B(X).
k=0

lim —
n—oo N

5.2 Stationary Markov Chains and Canonical Dynamical Systems

Suppose we have a probability space (Q2,F,P), a map ¢ : Q@ — Q that
preserves the measure P and a r.v. X : ) — R. Let ¢™ denote the m-th
iterate of o, i.e. (W) = w and P"(w) = (™ 1) (w), for all m > 1 and
define a sequence of r.v. X, (w) as follows

Xo(w) = X (w), Xi(w) =X(e(w)),...,Xn(w) =X(e"(w)),... (31)

It is easy to check that the sequence of r.v. X, constructed as above is a sta-
tionary sequence. Indeed let A be the set A := {w : (Xo(w),..., Xn(w)) €
B}, for some arbitrary Borel set B in R™*1. Then for all k > 0

P{(Xk(@),- -, Xmyr(w)) € B} = P(w : ¢*(w) € A) = P(p "(4))
= P(A) = P{(Xo(w), ..., Xm(w)) € B}.

We have hence just proved the following lemma.

Lemma 5.7. Let P be a measure on (2, F), ¢ a map that preserves P and
X a F-measurable, R-valued random variable. Then the sequence s a
stationary sequence.

Comment. Lemma is important because, at the cost of changing mea-
sure space, any stationary sequence can be represented in the form . Let
us be more clear about this: we have already seen — see Remark — that
any Markov Chain, and hence in particular any stationary Markov Chain,
can be represented as the coordinate map in the sequence space RY endowed
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with the o-algebra generated by cylinder sets and with the measure P con-
structed by using the Kolmogorov extension Theorem. So suppose that X,
is a stationary MC, X,, : @ — R. The corresponding process on RY which
has the same distribution as X,, is the process Y, : RY — R such that
Yy (w) = wn, w = (wo, w1, ...) € RN, This means that Y,, will be stationary
on (RN, RN, P). If we consider the r.v. Y : RN — R defined as Y (w) = wo
and the shift map ¢ : RN — RY defined as ¢(wg,wr,...) = (wi,wa,...),
then one can prove that ¢ preserves P (you can check it by yourself, using
the fact that X, is stationary, see Exercise ?77) and indeed the sequence
Y, (w) is nothing but Y (¢™(w)). Clearly everything we have said still holds
if we substitute R with any Polish space, i.e. if the random variable X takes
values in a Polish space or in a subset of a Polish space.

Suppose from now on that the chain X, takes values in a discrete space
S. If X,, admits an invariant distribution (i.e. a stationary distribution
in the sense of Definition , m, and we start the chain with Xg ~ 7
then the chain is stationary, i.e. X, ~ 7 for all n > 0. Denote by P,
the corresponding measure on path space obtained via the Kolmogorov’s
Extension Theorem. Then, by the comment above, Py is invariant (in the
sense of Definition EE[) for the shift map ¢. The pair (¢, Py), together
with the space (SN, SY) is called the canonical dynamical system associated
with the Markov chain X,, which has 7 as invariant distribution and that is
started at 7, i.e. Xy ~ 7.

For a given initial stationary distribution 7, the measure P, is the only
(p-invariant measure such that

PrweSN:weAji=1,....m)=Pr(X; € Ay,...,Xm € Ap).

Now suppose the invariant distribution 7 is such that 7(z) > 0 for all x
(which is in no way restrictive since any state with 7(x) = 0 is irrelevant to
the process as it cannot be visited). Under this assumption it is possible to
show that the shift map ¢ is ergodic if and only if the chain X, is irreducible
(see for example [9, Section 3] for a proof in finite state space). Therefore
there exists a unique invariant distribution for X,, i.e. X, is ergodic (in the

sense of Definition [3.26]).

Theorem 5.8 (Ergodic Theorem for stationary Markov Chains). Let X,
be a stationary Markov chain. Then for any integrable function, the limit

16 Another good reason why 7 is called invariant.
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exists, a.s. and in L'. If the chain is also ergodic then

n—1

nh_{glOEZf Xi) = E(f(Xo))-

Take f = 14 for some A € F. Then the above limit says exactly that
asymptotically, space averages equal time averages.

We shall talk more about ergodicity and the link between Markov Pro-
cesses and dynamical systems in the context of diffusion theory. For the
time being I would like to mention the following result, which will be useful
later on.

Lemma 5.9. A measure preserving map on a probability space, ¢ : (2, F,P) —
(Q, F,P) is ergodic if and only if

lim ~ 3 B((p~F4) N B) = P(A)B(B), forall A,B e F.

That is, ergodicity is equivalent to asymptotic average independence.
This motivates the following definition, which introduces a property stronger
than ergodicity.

Definition 5.10. Let ¢ be measure preserving map on a probability space,
as in the above Lemma . ¢ 1is said to be (strongly) mixing if

h_)m P((¢p""A)N B) =P(A)P(B), forall A B¢€F.
n—oo

Start with noticing that mixing is stronger than ergodic, i.e. mixing =
ergodic. To have a better intuition about the definition of mixing system

and the difference with an ergodic one suppose for a moment that the map
 is invertible; if this is the case, the definition is equivalent to

P(p(A)) = P(A) forall AeF.
Therefore
P((¢p""A) N B) =P(¢"((¢ "A) N B)) = P(An¢"(B)) []

Which means that if ¢ is invertible then the limit of Definition is equiv-
alent to

lim P(AN (p"(B))) =P(B), forall A,Be€F. (32)
n—00 P(A)
'"Tt is true in general that f(A B) = f(A) N B but it is not always true that

FTHANf(B)) is equal to f~1(A) N

93



Now let us think of an example that will be recurrent in the following: milk
and coffe. So suppose we have a mug of coffe and we add some milk. At the
beginning the milk is all in the region B. To fix ideas suppose P(B) = 1/3
(which means that, after adding the milk, my mug will contain 1/3 of milk
and 2/3 of coffee). The stain of milk will spread around and at time n it will
be identified by ¢"™(B). The property then means that asymptotically
(i.e., in the long run) the proportion of milk that I will find in whatever
subset A of the mug is precisely 1/3. The limit of Lemma says instead
that such a property is only true asymptotically on average.

6 Continuous time Markov processes

The definition of Markovianity for a continuous time stochastic process is
only formally different than the analogous definition for chains, Definition

B.1

Definition 6.1. Let {Xt}t€R+ be a continuous time stochastic process taking
values on a general state space (S,S) and let F; be the filtration generated
by Xy, Fr i =0(Xs,0<s<t). If

P(X: € B|F;) =P(X; € B|X5) forall 0<s<tandBeS, (33)

then Xy is a continuous time Markov process.

It is self-evident that is just in continuous time. In this context,
time-homogeneity can be defined as follows.

Definition 6.2. The Markov process X; is time-homogeneous if
P(X; € B|X;) =P(X;—s € B|Xy), VBeS and t>s>0.

In discrete time, the transition functions needed to be assigned only for
one time step so the transition probabilities were a function of two arguments
only; in the present case the transition probabilities will depend on time as
well.

Definition 6.3. A map pi(z,B) := p(t,z,B) : Ry x S xS — [0,1] is a
transition function if

1. for fixed t and x, p(t,x,-) is a probability measure, i.e. p(t,x,S) =1,

2. for fizred t and B, p(t,-, B) is a S-measurable function.
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Given a transition function p, if
P(X; € B|Xo =) =pi(x,B), forallt>0, (34)

for some time-homogeneous Markov process Xy, then p is the transition func-
tion of the process X;.

Notice that in order for the transition probabilities to satisfy for
t = 0 one needs to have

1 ifzeB
i3 =08 ={ § oS

In particular, for ¢ = 0 the transition function can’t have a density.

As in the case of discrete time, once an initial datum (or an initial
distribution) for the process is chosen, the transition probabilities uniquely
determine the Markov process. We now prove the Chapman-Kolmogorov
relation.

Theorem 6.4 (Chapman-Kolmogorov). Let X; be a time-homogeneous Markov
process. Then, for all0 < s<u <t and B €S, we have

P(X; € B|X,) = / P(X, € dy|X.)P(X, € BIX, = y) (35)
S
_ /S P(X,_, € dy|Xo)P(Xiu € B|Xo =y).  (36)

We specify that the first equality is true for any Markov process, the second
1s due to time-homogeneity.

Proof of Theorem[6.]). Since holds for any Markov process, we only
need to prove , as follows from , when X is time-homogeneous.
Let F; be the filtration generated by X;. If s < u < t then F5 C F, C F.
We will use this fact, together with Markovianity and the properties of
conditional expectation in order to prove :

P(X; € B|Xs) = E[1x,epy|Fs]
= E[E[1x,epy| FullFs] = E[P(X; € B|Xu)|Xs]
Now because for every measurable function ¢, we can express the conditional

expectation E(¢o(X¢)|Xs) = [(y)P(Xy € dy|X;), we obtain the desired
result. O
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If we want the Chapman-Kolmogorov equation (C-K) to hold in a stronger
sense, i.e. if we want

P(X; € B|X, = 2) = / P(X, € dy|Xs = )P(X; € B|Xa=y)  (37)
S

for all z € S and 0 < s < uw < t, then this is something that we need to
require as an assumption from the transition probability themselves, as it
doesn’t follow from the Markov property alone. For this technical detail see
for example [22, Chapter 3]. However it is always possible to modify the
transition probabilities so that holds, i.e. so that holds pointwise
(see [I, Chapter 2]). From now on we will always assume that this has
been done and that the C-K equation holds in its stronger form . If the
process is time-homogeneous, can be rewritten as

P(X; € B|X, =2) = / P(Xou_s € dy|Xo = 2)P(Xi_y € B|Xo=y). (38)
S

Using the transition probabilities, the above can also be expressed as

prss(a, B) = /S ps(, dy)pe(y, B) -

If the transition functions have a density, i.e. if ps(x, dy) = ps(z,y)dy for all
x € S, we can also write

Prea(, 2) = /S po(, ) pe(y, ) dy (39)

Continuous time Markov processes arise mainly as solutions of SDEs. We
will see in Section [8.2.3|that, under some conditions on the coefficients of the
SDE, the solution of the equation enjoys the Markov property. Therefore,
all the examples of Section are examples of continuous time Markov
processes. The next section is about the ”most important” Markov process.

7 Brownian Motion

Brownian Motion was observed in 1827 by the Botanist Robert Brown, who
first noticed the peculiar properties of the motion of a pollen grain suspended
in water. What Brown saw looked something like the path in Figure|l|below.
In 1900 Louis Bachelier modeled such a motion using the theory of stochas-
tic processes and obtaining results that where rediscovered, although in a
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Figure 1: Brownian motion

different context, by A. Einstein in 1905. The understanding provided by
Bachelier and Einstein was then put on firm mathematical basis by Norbert
Wiener in the 1920’s.

We have given a formal definition of BM in Example which we now
would like to justify. First of all, what is BM? In a container there are many
”small” particles moving around - in Brown’s case, water particles. Now
suppose we put a "bigger” particle (the pollen grain) in our container. At
each instant in time the small particles, which move in all possible directions,
will kick our pollen grain and the result of this bombardment is an erratic
motion called Brownian Motion. If B(t) is the position of the pollen grain
at time ¢, then it should be clear by our naive description that B(t) — B(s)
is independent from B(s) — B(u) for any u < s < t, as the kicks that the
grain receives are independent. If we put two pollen grains in the water then
the two motions are independent. Also, the trajectory of the particle is so
irregular that it is (a.s.) nowhere differentiable.

Exercise 7.1. Try and draw a continuous path that is nowhere differen-
tiable. Managed it? Well look better, I am pretty sure that what you have
drawn is a.s. differentiable.

7.1 Heuristic motivation for the definition of BM.

Consider a particle that moves along the x axis by jumping a distance v
every T seconds. Every time the particle can jump left or right with equal
probability. Suppose that the particle is at the origin at time 0. If we denote
by p(z,t) the probability of finding the particle in x = vk (k € Z) at time
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t = n T, we have

1
Pt ) = (e~ )+ ]

If 7 and v are small then by expanding both sides of the above equation we

get

op”" (x,t)
ot

Now let 7, — 0 in such a way that

182 v, T 1
T:pV’T(L’B,t)—i-f p (fﬂ )1/2'

v, T t

V2

— =D,

-
where D > 0 is a constant, which we will later call the diffusion constant.
Then p*7(z,t) — p(x,t), where p(x,t) satisfies the heat equation (or diffu-
sion equation):

1
Op(x,t) = §D Opzp(z,1). (40)

p(x,t) is the probability density of finding the particle in x at time ¢. The
fundamental solution of is precisely the probability density of a Gaus-
sian with mean zero and variance t, see .

The calculation that we have just presented shows another very impor-
tant fact: pour some milk into your coffee and watch the milk particles
diffuse around in your mug. We will later rigorously define the term dif-
fusion; however for the time being observe that we already know that at
the microscopic (probabilistic) level, the motion of the milk molecules is de-
scribed by BM. The macroscopic (analytic) description is instead given by
the heat equation.

7.2 Rigorous motivation for the definition of BM.

We look at the same picture as before, of a particle jumping a distance v
every T seconds to the right or to the left with the same probability. This
time, in order to rigorously derive BM from the random walk, we will use
the CLT. To this end, let B*7(t) denote the position of our particle at time
t = n7 and let {X;}; be iid. rv. with P(X; =0) = 1/2 = P(X; = 1).
Consider S,, = Y"1 | X;, which clearly represents the number of moves to
the right by time ¢ = n7, and observe that

BYT(t) = Spv+ (n— Su)(—v) = (28, —n) v.

18T ater we will prove that the Wiener process is a Markov process. The Markovianity
of the process is already in this equation.
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Since E(X;) = 1/2 and Var(X;) = 1/4, E(S,) = n/2 and Var(S,) = n/4.
Therefore, E(B*"(t)) = 0 and

2

Var(B' (1)) = 4122 = 12 n =42
ar( (1)) V4 vin .

Assuming v?/7 = D, we can rewrite

Su= (/D) o Su=(0/2) sp

B0 == /4

Now the CLT implies

. . a _ S,—(n/2) b
lim Pla < B¥"(t) <b) = lim P < <
A Bl = B0 <) = Ji, <rm ST S @>

_a?

1 /\/i% 2
= — e x;
Ve i

if D =1 the RHS of the above is the same as the RHS of after a change
of variables.

7.3 Properties of Brownian Motion

From the description of BM as the motion of a pollen grain - and even more
from its derivation as the limit of a random walk - it should be clear why
the following result holds.

Theorem 7.2. The Wiener process is a Markov process with

_ (z=B(s))?

- dx. (41)

P(B(t) € (a,0)|B(s))

1 b
= / (&
V2r(t —s) Ja

Now an important definition.

Definition 7.3. A R"-valued s.p. M; is a martingale with respect to the
filtration &; if

1. E|My| < oo for all t
2. My is adapted to &

3. E[My|Es] = My for all s < t.
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Martingales enjoy many nice properties, among which they satisfy the
following inequality

Theorem 7.4 (Doob’s martingale inequality). If M; is a continuous mar-
tingale then
E | Mr|P
P(sup |Mt]2)\> §7| 7l )

t€[0,T] AP

forallA>0,T >0 andp > 1.

In order to understand the martingale’s inequality, it is useful to compare
it with the Markov inequality .

Theorem 7.5. Brownian Motion is a martingale with respect to the filtra-
tion Fy = 0{B(s);0 < s < t}.

Proof. Brownian motion is square integrable - as E(B(t)?) = t from i) and
ii) of Example - and therefore integrable and it is adapted w.r.t. F; by
definition. Also, for any ¢t > s,

E[B(t)|Fs) = E[B(t) — B(s) + B(s)|Fs] = 0 + B
as B(t) — B(s) is independent of Fj. O

Let us now look at the path properties of the Wiener process: we will
see that while the trajectories of BM are continuous, they are a.s. nowhere
differentiable. The non-differentiability is intimately related with the fact
that BM has infinite total variation, which makes it impossible to define the
stochastic integral w.r. to Brownian motion in the same way in which we
define the Riemann integral.

Theorem 7.6. The sample paths of BM are a.s. continuous.

Proof. We want to use Kolmogorov’s continuity Criterion, Theorem [2.5] For
every k> 2 and 0 < s <'t,

E|B(t) - B(s)|* =

lz|* e RG] 5) dx

\/27r t—s /
(y = 2/VT—5) = /|yr M2 dy = Ot — 8|2

So we can apply the criterion with § =k and a = k/2 — 1, for all k£ > 2 and
we obtain the desired continuity. O
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As a byproduct of the proof of Theorem the Wiener process has -
Holder continuous paths for every exponent 0 < v < o/ = 1/2 — 1/k, for
all k > 2, i.e. the paths are y-Holder continuous for every 0 < vy < 1/2.
If a function is differentiable then it is Holder continuous with exponent
v = 1. It turns out that we can prove that BM is not v-Holder continuous
for v > 1/2 and therefore it is a.s. not differentiable. But there is more to
it.

Definition 7.7. Let I1={0 =1ty <t; <--- <t =T} be a partition of the

interval [0,T] and let ||II|| = max(t;41 —t;) be the mesh of the partition. Let

also II,, be a sequence of refining partitions of [0,T], such that ||I1,] — 0.

Given a continuous function g on [0,T], we define the p-th variation of g as
lim Y [g(tis1) —g(t)[”, p>0.

n—oo
t; €11,

When p = 1 the 1-variation is more often called the total variation of g.

Continuously differentiable functions have finite total variation, i.e. if
g € C[0,T] then the total variation of g is fOT |’ (s)| ds.

Theorem 7.8. The Wiener process B(t) has a.s. infinite total variation
and finite quadratic variation: if I, are refining sequences of the interval
[0,t] with mesh size tending to zero then

1. llmn_>oo ZnEHn ’B(ti_;,_l) - B(tzﬂ =0 a.s.

2. limpoo Yoy cpp |B(tis1) — Bt:)]? =t a.s.

It is important to realize that property 1. in the above theorem is a
consequence of the almost nowhere differentiability of BM.
Another property of BM that might be useful in the following is

E sup \B(t)]N < CTN/Q, fome some C >0 and for all N > 1.
t€[0,7)

Now one last fact about BM. As we have seen, BM is almost surely non
differentiable, so talking about its derivative

, dB(1)

S e

is a bit of a nonsense. However the ”derivative of Brownian Motion” is
commonly referred to as white noise. Clearly, the process £(t) doesn’t exist,
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at least not in any classical sense. It is possible to make sense of £ as a
distribution-valued process but this is not what we want to do here. For us
&(t) will be a stationary Gaussian process with autocovariance function

E(£()E(s)) = o(t — s),

where § = J is the delta function with mass at 0. The reason why ¢ is called
white noise is the following: if ¢(t) is the covariance function of a stationary
process then

FO) = / e Me(t)dt, AR,
R
is the spectral density of the process. In the case of white noise,
f) = / e Mo (t)dt = 1.
R
Inverting the Fourier transform, this means that all the frequencies con-

tribute equally to the covariance function, in the same way in which all
colours are equally present in the white colour.

8 Elements of stochastic calculus and SDEs theory

All of you know that the solution of an ODE, say

dX

W = b(taXt)7 (42)

looks something like this

Figure 2: Trajectory of the solution of an ODE

However, the paths of real life objects are more something like this
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Figure 3: Trajectory of the solution of an SDE

This is due to at least two main reasons: i) the motion of the object
that we are observing is subject to many small disturbances and ii) the
graph of the path we are interested in is the result of our measurements, and
measurements are subject to many small errors. This is why, when collecting
data, it is rare to see a smooth curve. What we will more realistically see
is the result of "smooth curve+ erratic effects”. These random effects are
commonly called noise. For this reason it is of great importance in the
applied sciences to consider equations of the type

axe _ b(t, X¢) + "noise”. (43)
dt
The first term on the RHS of this equation gives the average (smooth) be-
haviour, the second is responsible for the fluctuations that turn Figure[2|into
Figure [3| Bear in mind that the solution to is a function, the solution
to (43]) — whatever this equation might mean — is a stochastic process.
Depending on the particular situation that we want to model we can
consider all sorts of noise. In this course we will be interested in the case
of white noise &, which has been the first to be studied thanks to the good
properties that it enjoys:

i) being mean zero, it doesn’t alter the average behaviour, i.e. the drift is
only due to b(t, z);

ii) & is independent of & if s # ¢ (recall that E(&:&s) = do(t — $));

iii) it is stationary, so that its law is constant in time, i.e. the noise acting on
the object we are observing is qualitatively the same at each moment
in time.

Now just a small problem: we said that we can’t make sense of & in a classic
way as & is the derivative of Brownian motion, which is not differentiableﬂ

19 Another, possibly better, way of looking at this matter is as follows: for practical
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So, how do we make sense of ? Well, if 7& = dW,/dt” then, at least
formally, can be rewritten as

dX; = b(t, Xy)dt + dW.
More in general, we might want to consider the equation

In this way, we have that, so far still formally,
t t
X = Xp +/ b(s,XS)ds—i—/ o(s, Ws)dWs. (45)
0 0

Assuming that fot |b(s, Xs)| ds < oo with probability one, we know how to
make sense out of the first integral on the RHS. The real problem is how to
make sense of the second integral on the RHS. However, I hope we all agree
that if we can rigorously define the integral

T
/0 F(t,w)dW, (46)

for a stochastic process fi = f(t,w) m belonging to some appropriate class,
then we are done making rigorous sense of . Equation is a general
stochastic differential equation (SDE), driven by BM.

8.1 Stochastic Integrals.

Unless otherwise specified, throughout this section we will be referring to
real-valued stochastic processes.

Let us start by very briefly (and roughly) recalling what happens in
the case of the Riemann integral: we want to define fOT g(t)dt where g is
some deterministic continuous function. In order to do so, we start with
defining the integral of step functions, i.e. functions of the form g(t) =
ZJK:O Cj X[t; t;41)» Where the ¢;’s are constants and {0 =to,t1,...,tx =T}
is some partition of the interval [0, T]. For step functions we define

T K
/ g(t)dt = " c; (tjp1 — 1)) -
0 =

reasons, suggested for example by engineering problems, we want to consider a noise that
satisfies the properties i), ii) and iii) listed above. However one can prove that there is no
such a process on the path space RI°). In any event, the intuition about & suggested
by the these three properties, leads to think of & as the derivative of BM. More detail on
this point are contained in Appendix A.

20In the integral we wanted to stress the dependence on both ¢ and w.
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At this point we consider a partition of [0,7] of size 27" — i.e. given by
= j/2" (the notation for t; should be tg-n) but we drop the dependence
on n to streamline the notation) for all j’s such that t; < T" and t; = T if
j/2" > T — and observe that gn(t) = > ;50 9(tj)X[t;t,,,) 18, for each n € N,

a step function that approximates g(t). If
lim Zg(tj)(th —tj) converges (47)

n—oo 4
Jj=0

then we define

T T
/ g(t)dt := lim gn(t)dt = lim Zg (tjt1 —t5). (48)
0

n—oo Jq n—00
7>0

I want to stress that if the integrand is continuous, the limit on the right hand
side of does not change if we evaluate g at any other point ¢, € [t;,t;41],
i.e. for continuous functions we have:

T
/0 t:nlggozg t)(tje1 — t;) —nlggoZg J(tje1 —t),
7>0 7>0

for every t. € [t;, tj41].

Inspired by this procedure we want to do something similar to define
the stochastic integral. In doing so we need to bear in mind that we are
attempting to integrate a stochastic process - as opposed to a function -
with respect to another stochastic process and that while the integral of a
function is, for each fixed T, a number, the integral is, for every fixed
T, a random variable. The analogous of step functions are the elementary
or simple processes on [0,T], i.e. processes of the form

Z ¢j(w X[tj,tJH (49)

where {0 = tg,t1,...,tx = T} is again some partition of the interval [0, T]
and the gb;-s are random variables, (a.s.) uniformly bounded in j and w. For
processes of this form, it seems reasonable to define

T K
/0 () AW, = 3 6y (@) (W (tj41) — W(t;)). (50)
§=0

Then what we want to do is to find a sequence ¢, of elementary processes
that approximate the process f(¢,w) and finally define the stochastic integral
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(46) as the limit of the stochastic integrals of ¢,,. The plan sounds good,
except there are a couple of problems and points to clarify.

First of all, assuming the procedure of taking the limit (in some sense)
of the integral of elementary process does work, we would want the limit to
be independent of the point ¢, € [t;, ;1] that we choose to approximate the
integrand. It turns out that this is not the case, not even if the integrand is
continuous. We show this fact with an example.

Example 8.1. Suppose we want to calculate fOT Wy dWi. We consider

the partition with mesh size 27" and approximate the integrand with the

elementary process @, = ijo W (t;)X[t;,t;.1)- Then, for every n € N,

EY W)W (tj1) = W(t)] =0,
Jj=20

by using the fact that W (t;;1) — W (t;) is independent of W(t;). If instead
we approximate the integrand with the process @,, = Zj>0 W (t541) X[t ,t41)
then -

E Z W (tj1)[W(tjr1) — Wi(t;)]

j=0
“E S [W(tj1) - W(E)W (1) - W(t)] =5 T.
j=0

Brownian motion is continuous so, what is going on? Both ¢, and ¢,
seem perfectly reasonable approximating sequences, so why are we obtaining
different results? The problem is that Brownian motion, being a.s. non
differentiable, simply ”varies too much” in the interval t, € [t;,t;41] and
this leads to the phenomenon illustrated by Example 8.1 There is no way
of "solving” this pickle, it is simply a fact of life that different choices of
t« € [tj,tj41] lead to different definitions of the stochastic integral. The
most popular choices are

e t, = t;j, which gives the It6 integral, and
o t, = (tj +tj41)/2, which gives the Stratonovich integral.

We will discuss the differences between these two stochastic integrals later
on. For the moment let us stick to the choice t, = t; and talk about the 1to

interpretation of .
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8.1.1 Stochastic integral in the It6 sense.

In these notes we will not go through all the details of the proofs of the
construction of the It6 integral but we simply provide the main steps of
such a construction.

As we have already said, we want to find a sequence ¢, of elementary
processes that approximate the process f(t,w) and finally define the It6
integral as the limit of the stochastic integrals of (,,. We still need to specify
in what sense we will take the limit (and in what sense the ¢,,’s approximate
f)- In the case of [{48)), {, gn(t)dt}n is simply a sequence of real numbers
but in our case we are dealing with a sequence of random variables, so we
need to specify in what sense they converge. It is clear from Theorem
that trying with L'-convergence is recipe for disaster, as BM has infinite
first variation. However, it has finite second variation, so we can try with
L?- convergence, which is what we are going to do. As you might expect,
the procedure that we are going to sketch does not work for any integrand
— in the same way in which not any function is Riemann integrable — but
it is successful for stochastic processes f(t,w) : Ry x © — R enjoying the
following properties:

(a) f(t,w) is B x F- measurable;

(b) fi is Fi-adapted, for all ¢ € Ry, where F; is the natural filtration
associated with the BM W, ;

(c) E [ f2dt < 0.

Definition 8.2. We denote by J3(0,T), or simply 3 when the extrema
of integration are clear from the context, the class of stochastic processes
f(t,w) : Ry x Q — R for which the above three properties hold.

The reason why we impose this set of conditions on the integrands will be
more clear once you read the construction procedure. However, property (b)
comes from the fact that we are choosing the left hand point to approximate
our integral, property (c) comes from the It6 isometry (see below). And now,
finally, the main steps of the construction of the It6 integral are as follows:

1. Consider the set of elementary processes , where we require that
the random variables ¢; are square integrable and J;;-measurable
E (with F; the filtration generated by W;); for these processes the

21 This is because we are choosing t* = t;. Notice that this condition does not hold for
the @’s of Example @ as Wi, is not F;;-measurable.
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stochastic integral is defined by . If ¢(t,z) belongs to such a set,
then one can prove the following fundamental equality

E (/OT om th>

The above equality is the It6 isometry for simple processes; it indeed
establishes an isometry between L%(Q) and L?([0,T] x Q), at least for
simple processes at the moment. It is clear that follows from point
2. of Theorem [T.8

2

T
_ 2
_IE/O 2 (t) dt. (51)

2. For any process f(t,w) € J, there exists a sequence of elementary
processes ¢, such that

T
B[ 170 - o) dt 0.

Therefore ¢, is a Cauchy sequence in L%([0, T] x Q) (as it converges in
this space), but also in L?(€2), thanks to (51)). From the completeness
of L?, this means that fOT ©; dW; has a limit, which belongs to L2.
Such a limit is precisely the stochastic integral in the It sense of f;.

Remark 8.3. The proof of the above goes as follows: once we define the
stochastic integral for elementary processes, we can define it for bounded
and continuous integrands f; € J. For such integrands the approximating
sequence is precisely ¢n(t) = >_; f(tj)X(t; ;1) (g0ood to know for practical
purposes). Notice that f;, is Fy,-measurable if f; € J. The next steps
are proving that there is a sequence of approximants - with the required
properties - for f € J which are bounded and then for any f € 7.

Now that we know what is a stochastic integral, we know how to interpret
, at least when fg o dW is intended in the It6 sense. We will often use
the shorter notation , which is to be interpreted to mean . When
we want to refer to the Stratonovich definition, we use, as customary, the
notation

t
/ o(s,Ws) odWs.
0

Let us now list all the properties that help in the calculation of the
stochastic integral.

Theorem 8.4 (Properties of the Ito integral). For every f,g € 3(0,7T),
t,s €0, T] and for every o, 3 € R,
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(i) Additivity: [} fdw = [} faw + [ fdw;

(i) Linearity: [ (af + Bg)dW =a [| fdW + 8 [ gdW;

(iii) Ef fdW =0

(iv) Ir = fOT fdW is Fr-measurable;

(v) I is an Fi-martingale (hence it satisfies Doob’s inequality);

(vi) I; is a continuous process (or better, it admits a continuous version)

E(/OdeW>2—E/OTf2dt,

or, more in general,

(vii) Ité isometry:

e ([ s, [ gwan,) < [ fgt) du.

(viii) If f(t) is a deterministic function then I; is Gaussian with mean zero
and variance fg f2(s)ds.

You surely remember that when you were taught the Riemann integral
you were first required to calculate the integral from the definition and then,
once you were provided with integration rules, to calculate more complicated
integrals by using such rules. This is exactly what we will do here. The only
difference is that in the Riemann case the integration rules follow from the
differentiation rules. In this case we only have a stochastic integral calculus
(see (52) and (55))) without a corresponding stochastic differential calculus.

Example 8.5. Calculate fg Ws dWs, using the definition. The approxi-
mating sequence that we will use is the sequence ¢, of Example If you
think that fot WsdWs = W2/2 you are in for a surprise. So we want to
calculate the following limit in L2

n—oo

t
lim [ pu(s)dWs = Tim Y Wy, (We,, — Wi,) = lim > Wi, (AW;,).
0 N—r00 — n—r00 —
J J
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In order to do so, observe that Wi (AW;,) = %[A(ij) — (AWy,)?]. There-
fore

. 1. 1
Jn, D Wiy (W) = 5 Jim D AGVE) =5 lim D (AW:,)"
J

J J
1 1
S 1 T
2t 977

where we have used the fact that the sum }_, A(Wt ) is a telescopic sum
and Theorem [T.8

At this point you should be convinced that the It6 integral doesn’t follow
the usual integration rules. And you might wonder, what about the chain
rule and integration by parts? Well I am afraid they don’t stay the same
either.

e [t6 chain rule: suppose X; satisfies the equation

dX = b(t, X,)dt + o(t, X;)dW .

Then, if g = g(t, ) is a C1%([0, ) x R) function,
dg(t, X,) = g (t, Xt)dt—irg (t, X)) dX, + ;g:(t X))o (t, X,)dt
(52)
e Product rule: if X;(¢), i = 1,2 satisfy the equation
dXi(t) = bi(t, Xi(t))dt + o3 (t, Xi(t))dW (53)
respectively, then
d(X1X2) = X1d X3 + X2d X1 + dX1dXs . (54)

e Integration by parts, which follows from the product rule: with the
same notation as in the product rule,

/Ot X1dXy = Xl(t)XQ(t) / XodXq — / Xmd)iQ )
59
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How do we calculate the term dX;dX5? I am afraid I will adopt a practical
approach, so the answer is...by using this multiplication table:

dt-dt =dW -dt =dt-dW =0

while
dW -dW =dt and dW -dB =0

if W and B are two independent Brownian motions. Just to be clear, in the
case of X7 and X5 of equation , because the BM driving the equation for
X1 is the same as the one driving the equation for X5, we have dX1dX, =
o102 dt. In this way if X; is a deterministic, say continuous function,
coincides with the usual integration by parts for the Riemann integral.

I would like to stress that this rule of thumb of the multiplication table
can be rigorously justified (think of Theorem , but this is beyond the
scope of this course.

Example 8.6. Let us calculate f(f W3dW. We can use the integration by
parts formula with X; = W3 and Xy = W. To use we need to calculate
dX first, which we can do by applying with g(t,z) = g(z) = z3. So
we get

dX, = 3W?2dW + 3Wdt,

hence dX1dXs = 3W2dt and

t t t
/ W3dw = w* — / W(3W?2dW + 3Wdt) — 3/ W2dt
0 0 0

/ W3dW_ / W2dt .

Before concluding this subsection, we would like to explicitly write down
the multidimensional version of the main expressions that we have presented
so far: suppose X : [0,00) x Q — R? satisfies the following SDE

rearranging,

dXt = b(t, Xt)dt + O'(t, Xt)th

where b(t, ) : [0,00) x R* — R? o (t,z) : [0, oo)de%Rdem ie. itisa
d x m matrix, and W; is a m-dimensional BM. In this case fo s, Xs)dWs
is simply a d-vector of It6 integrals, i.e. the i-th component of such a vector

) [/ odW] /Z;oidej.
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If g=g(t,z) : [0,00) x R — R and Y = g(¢, X;), the multidimensional It6
formula reads:

d
dY (t, X;) = dt+ Z gj dX + Z
(] 7‘7 1

zl ]ldt
858,8%] lz:

The same formula holds for each component of g, if g = g(t,x) : [0,00) x
R? — RP: in this case for each 1 < k < p,

Ay (t, X,) = dt + Z 05" dXZ Z e ga: dX'dX7 .
10Ty

7.]_

8.1.2 Stochastic integral in the Stratonovich sense.

The construction of the integral in the Stratonovich sense is very similar to
the one of the It6 integral, so we won’t repeat it.

We stress, once again, that the result of the It6 integration and the result
of the Stratonovich integration do not in general coincide: f(f o dW is not
the same as fg oodW. However there is a useful conversion formula to write
an It6 SDE in Stratonovich form and viceversa:

t t
Xt:X0+/ b(s,XS)ds—i—/ o (s, X.) o dWV, (56)
0 0

t 1 t t
:Xo—i—/ b(s,Xs)ds+2/ J'(S,Xs)a(s,Xs)ds—i—/ o (s, X)dW,
0 0 0

where ’ denotes derivative with respect to z. The conversion formula
indicates that in going from the Stratonovich to the It6 formulation, the
only part of the SDE that changes is the drift term, the diffusion coefficient
remains unchanged. Moreover, the two equations coincide if the drift does
not depend on z.

One point in favour of the Stratonovich formulation is that it obeys the
ordinary chain rule: if

dXt = b(t, Xt)dt + O'(t, Xt) o th

then, for every smooth function (actually differentiable with continuous first
derivatives is enough) g = ¢(t,x), we have that the process Y; = g(t, X})
solves the SDE

) dg
dy; = ai] (t, X))dt + 57 I, X,) 0 dX,
ag g dg
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This is an important advantage of the Stratonovich integral, which turns out
to be useful for example in the context of stochastic calculus on manifolds.
However, f(f o o dW is not a martingale while the It6 integral is a martin-
gale, as we have seen. Moreover the It0 integral has the property of "not
looking into the future” that makes it so popular in applications to finance
— remember that the integrand needs to be only F;-measurable, for every ¢,
so at time ¢ the only information that we need is the one available up until
that time. It is not the case that one of the two integrals is "better” than
the other, but deciding whether we should look at

dXy = b(t, X;)dt + o(t, X;) o dW; (57)

rather than
dX; = b(t, X;)dt + o(t, X;)dWy, (58)

is clearly relevant, as the solution to is not the same as the solution
to ; and this is not just a technical matter, it is rather a problem of
modelling, and the answer depends on the specific application that we are
considering.

By the modelling point of view, the Stratonovich integral has the big
advantage of being stable under perturbations of the noise. Let us explain
what we mean.

1. Assuming that and admit only one solution, let X; be the
solution of and X; the solution of . In general X; # X, as
we have explained.

2. Now consider the equation
dX} = b(t, X})dt + o(t, X{)Er,

where £* is a sequence of smooth random variables that converge to
white noise £ as k — oco. Notice that because the &’s are smooth,
such an equation is, for each w, a simple ODE, so we don’t need to
decide what we mean by it because we know it already.

3. It k — oo, you would expect that X% — X. Well this is not the case.
Indeed, X*¥ — X.

This is only the tip of the iceberg of the more general landscape described
by the Wong-Zakai approximation theory, see for example [76] 41] and ref-
erences therein. The fact that I[to6 SDEs are not stable under perturbations
of the noise can be interpreted to mean, by the modelling point of view,
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that unless we are absolutely sure that the noise to which our experiment is
subject is actually white noise, the phenomenon at hand is probably better
described by . On this topic, see for example [75]. After having studied
Section [8.2.2] you will be able to solve Exercise [30} which gives a practical
example of the procedure described above.

8.2 SDEs

From now on we focus on It6 SDEs, unless otherwise stated.

8.2.1 Existence and uniqueness.

We have so far handled equation a bit clumsily, as in all fairness we
haven’t yet defined what we mean by a solution to . We will at first work
with real valued processes but everything we say can be easily rewritten in
higher dimension. To define what we mean by a solution to (58) we need
some notation first. Let

e W, be a one dimensional standard BM and F}V be the filtration gen-
erated by Wy;

e 7 be a random variable, independent of W, for all t;

e G; be the filtration generated by n and Wi, i.e. for all ¢, G =
o(n, Ws;0 < s <t);

e N be the family of null sets (i.e. sets of P-measure zero) of the under-
lying probability space €2;

e 7; be the o-algebra generated by N and G;.
With this notation, let us give the following definition:

Definition 8.7 (Strong Solution). Given a Brownian motion Wi and an
initial datum n, a strong solution to 1 a continuous stochastic process
X; such that

i) Xy is Fi-adapted, for all t > 0;
iii) for every t >0, fg(|b(s,X5)| + |o(s, X,)*)ds < o0, P a.s.;

iv) , or better , holds almost surely.
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Such a solution is unique if, whenever X is another strong solution, P(X; #
X)) =0, forallt > 0.

Clearly the above definition can be extended to higher dimension if we
take W} to be a m-dimensional standard BM and condition iii) becomes

t
/ (‘bi(s,Xs)| + ‘Uij(s,Xs)‘Q)ds < o0, P-—a.s.,
0

forallt >0and 1 <i¢<d,1 <j < m. Notice that in this definition the
BM is assigned a priori, i.e. we know b, ¢ and W; and we are looking for
X;. This might look like a silly remark, but it is not, as this is no longer
true when we talk about weak solutions.

As for ODEs, we want to establish some general conditions under which
the strong solution exists and is unique. We will state such a result directly
for d-dimensional SDEs, so d and m are as at the end of Section [8.1.1} Also,
for any n x £ matrix A, we denote the Frobenius norm of A as follows:

n Y/
1AIZ =3 o]
i=1 j=1

Theorem 8.8. Suppose the coefficients b and o are globally Lipshitz and
grow at most linearly, i.e. for all t > 0 and for all x,yy € R¢ there exists a
constant C > 0 (independent of x and y) such that

16(t, 2) = 0(t, y)l| + llo(t, ) — ot y)l|lr < Cllz -y (59)
Io(t, )| + llo(t, 2)[IF < C2(1 + [l2]]?). (60)

Suppose also that there exists a r.v. n, independent of the m-dimensional
BM and with finite second moment, i.e.

Elnl* < co.

Then there exists a unique strong solution to equation , with initial
condition X (0) =n. Such a solution is continuous and has bounded second
moment. In particular, for every T > 0 there exists a constant K > 0,
depending only on C' and T, such that

E||X:|> < K(1 +E|Xo|*)eXT, forall 0<t<T.

Comment. You might be thinking that all this fuss of It6 and Stratonovich
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is a bit useless as we could also look at an SDE as being an ODE, for each
fixed w. This is the approach taken in [73]. However bear in mind that
because W; is continuous but not C', you would end up with an ODE with
non C! coefficients. In [73] is it shown that one can still makes sense of such
an ODE by using a variational approach and that the solution found by
means of the variational method coincides with the Stratonovich solution of
the SDE. The conditions of the existence and uniqueness theorem, Theorem
8.8 can be somewhat weakened.

Theorem 8.9. Suppose all the assumptions of Theorem[8.§ hold, but replace
condition with the following: for each N there exists a constant C such
that

16(t, z) = b(t, )| + llo(t, ) —o(t,y)llr < Onlle =yl when [[z]],[ly] < N.
(61)
Then there exists a unique strong solution to equation .

In other words, under an assumption of local lipshitzianity for the coef-
ficients, the solution still exists and is unique. The linear growth condition
instead is there to guarantee that the solution does not blow up. This is
clear also from the thoery of ordinary ODEs. Consider for example the ODE

dX; = X2dt, Xo=uz.
Then the solution to this equation exists and is unique but it blows up in

finite time:
0 ifx=0
Xt_{ = ifx#0.

8.2.2 Examples and methods of solution.

SDEs can be solved in the same way in which we solve ODEs, just taking
into account the It chain rule.

Example 8.10 (Ornstein-Uhlenbeck process). Consider the one dimen-
sional equation

dX; = aXdt + odW; (62)

where @ € R and o > 0 are constants. The solution to this equation (which
exists and is unique by Theorem is the Ornstein-Uhlenbeck process
(OU), which is a model of great importance in physics as well as in finance.
X, is also called coloured noise and, among other things, is used to describe
the velocity of a Brownian particle. By the point of view of non-equilibrium
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statistical mechanics, is the simplest possible Langevin equation, but
we will talk about this later. Now let us solve . As we would do for an
ODE, let us write

dXt — OéXtdt == O'th

at.

and multiply both sides by e~
e (dX; — aXdt) = e odW;.

If we were dealing with an ODE we would now write
e (dX; — aXdt) = d(e” ™ Xy) (63)

and integrate both sides. However we are dealing with an SDE so we need
to use the chain rule of It6 calculus, equation . In this particular case,
because the second derivative with respect to x of e~*'x is zero, applying
leads precisely to (63]) (check) — however I want to stress that this will
not happen in general, as we will see from the next example. So now we can
simply integrate both sides and find

t
X(t) =e* Xy + / = gd W, .
0

Taking expectation on both sides and using property (iii) of Theorem
we get

E(X:) = e E(Xop),
so that E(X;) — 0if @ < 0 and E(X;) — 400 if @ > 0. If X is Gaussian or
deterministic then the OU process is Gaussian, as a consequence of Theorem
property (vii). Moreover, it is a Markov process. The proof of the latter
fact is a corollary of the results of the next section.

Example 8.11 (Geometric Brownian Motion). The SDE
dXt = T’Xt dt + O'Xt th s

is a simple population growth model (but it is quite popular in finance as
well), where X; represents the population size and 7 = r + odW is the
relative rate of growth. To solve this SDE we proceed as follows:

dXy
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At the risk of being boring, we can’t say that d(log X;) = dX;/X;, because
we are deling with the stochastic chain rule. So, applying the It6 chain rule,

we find iX )
d(log X;) = —t — Zo24t.
(log Xt) X, 2 (65)

From ([64) and (65 we then have
1
d(log X;) = (r — 202> dt + ocdWy,

which gives
Xt = Xo e(r=30%)t+oWe

Example 8.12. Also for SDEs it makes sense to try and look for a solution
in product form. For example, consider the SDE

dX, = d() X dt + FO)X dWy, X (0) = Xo. (66)

If d(t) and f(t) are uniformly bounded on compacts then the assumptions
of the existence and uniqueness theorem are satisfied and we can look for
the solution. So assuming for example that d(t) and f(t) are continuous will
do. We look for a solution in the form

where Y (t) and Z(t) solve, respectively,

{dY:deW ind { — A(t)dt + B(t)dW
Y (0) = Xo Z(0)=1.

Applying the It6 product rule,
dYZ)=(fX+ BY)dW +Y(A+ fB)dt

We now compare the above expression with ; in order for the two ex-
pressions to be equal, we need to have

fX+BY =fX and d(t)X,=Y(A+ fB);

the first equation gives B = 0 so that the second implies A(t) = d(t)Z;.
The equation for Z becomes therefore deterministic:

dZ = d(t)zdt, Z(0)=1 = Z, = exp </Otd(s)ds) .
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The equation for Y can be solved similarly to what we have done for geo-
metric Brownian motion:

dY = f()Ydw, Y(0)= X,

:% = f(t)dW .

Because d(logY) = dY/Y — f2dt/2, we get

1 Y, t 1/t
d(logY) = fdW — = f2dt = log — :/ fdW — / f2dt
2 Yo 0 2 Jo

= Y(t) = Xpexp </Otde—;/0tf2ds>.

Putting everything together, finally

X(t) = Xopexp (/Ot faw — ;/Ot fAds + /Ut d(s)ds) . (67)

8.2.3 Solutions of SDEs are Markov Processes

The solution of an Itdo SDE is also called an It process. In this section
we will always work under the assumptions of the existence and uniqueness
theorem and we will prove two very important facts about the solutions of
1t6 SDEs: first of all, the solution of an It6 SDE is a continuous time Markov
process. Secondly, if the coefficients of the equation do not depend on time,
the solution is a time-homogeneous Markov process.

Theorem 8.13. Suppose the assumptions of Theorem [8.8 hold. Then the
solution of the SDE

dXs =b(s, Xs)ds + o(s, Xs)dW,, X =z, (68)
1s a Markov process.

The proof of this theorem is not particularly instructive, as the techni-
calities obfuscate the intuition behind them. The reason why the above the-
orem holds true is morally simple: we know by the existence and uniqueness
theorem that, once X is known, the solution of is uniquely determined
for every t > s. Theorem doesn’t require any information about X, for
u < s in order to determine X, for u > s, once X, is known. Which is why
the above statement holds under the same assumptions as Theorem
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Theorem 8.14. Suppose the assumptions of Theorem hold. If the co-
efficients of the Ito SDE do not depend on time then the Ito process is
time-homogeneous. Ie., the solution of the equation

dXs =b(Xs)ds + o(Xs)dWs, Xo=u,
18 a time-homogeneous Markov process.

As we have already said, a time-homogeneous process is a process de-
scribing a phenomenon that happens in conditions that do not change in
time. Because the coefficients b and ¢ describe precisely the conditions in
which the phenomenon happens, if such coefficients are time independent
it is almost tautological that the solution of the equation should be time-
homogeneous.

Proof of Theorem (8.14 The Markovianity is a consequence of Theorem
so we only need to prove time-homogeneity, which means that we need to
prove that

P(X, € B|Xg=2) =P(Xyy € B|X; =12), VBES,z€5,t>0.

Denote by X%!(u +t) the solution of the equation

t+u t+u
Blt+u)=x+ /t b(B(s))ds + /t o(B(s))dWs (69)

and by X*9(u) the solution of the equation

Blu) =z + /0 " b(B(s))ds + /0 “o(B(s)dW,. (70)

What we want to prove is that X®'(u + t) has the same distribution as
X*9(y). To this end, notice that if W, is a standard BM then W;, —W; is a
standard BM as well (check), i.e. W, = Wity — Wy has the same distribution
as W,. With this in mind, a simple change of variable concludes the proof.
Indeed, the RHS of can be rewritten as

Bt +u)=z+ /Ou b(B(v+1t))dv + /Ouo(ﬂ(v +1))dWity .

At this point, because W and W have the same distribution, and the above is
nothing but , when we replace W with W, it is clear by the uniqueness
of the solution that 5(t + u) has the same distribution as (u), which is,
X®t(y 4 t) has the same distribution as X%0(u). O
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8.3 Langevin and Generalized Langevin equation

A very interesting example is provided by the so called Langevin equation

G(t) = =04V (q) — vq(t) + f (). (71)

In the above equation v > 0 is a constant, V' (¢) is a conﬁningiﬂ potential and
f(t) is white noise. Therefore equation describes the position ¢(t) € R
of a particle subject to Newton’s equation of motion plus dumping and noise.
The Langevin equation was introduced as a stochastic model for chemical
reactions, in which a particle, held by intermolecular forces, undergoes the
reaction when activated by random molecular collisions. In this framework,
the term —~v¢ expresses the rate at which the reaction slows down due to
such random interactions. Notice that equation can be rewritten in
a form more familiar to you, i.e. as a system of first order SDEs, by just
enlarging the state space with the introduction of the momentum variable

p(t):

q(t) = p(t)
p(t) = —0,V(q) —yp(t) + f(t). (72)
If V(q) = ¢*/2, by setting
0 1 0 0
B:[_l _7] and Z:[Ol]’ (73)

you can observe that is nothing but an O-U process, this time in two
dimensions:

dX; = BX; + XdW,, where X; = [%; ] ,

and W; = (W}, W?) is a two-dimensional standard BM, i.e. W' and W?
are independent one dimensional standard BMs. However notice that the
diffusion matm’ﬁ Y is degenerate (in the sense that it has zero determinant);
for this reason this is a degenerate process (in particular one can prove that
this is an hypoelliptic process). We will comment again on this later on, as
the degeneracy of the diffusion matrix adds big difficulties to the analysis of
such a process.

22 A function g(z) : R" — R is said to be confining if g(z) — co when ||z|| — oo.
Z3We shall see in the next section why this object is called diffusion matriz.
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The model assumes the collisions between molecules to occur in-
stantaneously, hence it is not valid in physical situations in which such ap-
proximation cannot be made. In these cases a better description is given by
the Generalized Langevin Equation GLE :

i(t) = —9,V(q) /O ds~(t — 5)is) + F(b). (74)

Here ~(t) is a smooth function of ¢ and F(¢) is a mean zero stationary
Gaussian noise. F(t) and the memory kernel ~(¢) are related through the
following fluctuation — dissipation relation

E(F(t)F(s)) = B~ y(t — s), (75)

where 8 > 0 is a constant, representing the inverse temperature of the sys-
tem. The GLE together with the fluctuation—dissipation theorem principle
appears in various applications such as surface diffusion and polymer
dynamics. It also serves as one of the standard models of nonequilibirum
statistical mechanics, describing the dynamics of a small Hamiltonian sys-
tem (a distinguished particle) coupled to a heat bath at inverse temperature
B. Just to provide some context: given a system in equilibrium, we can drive
it away from its stationary state by either coupling it to one or more large
Hamiltonian systems or by using non-Hamiltonian forces. In the Hamilto-
nian approach, which is often referred to as the open systems theory [66],
the system we are interested in is coupled to one or more heat reservoirs.
Multiple reservoirs and the non-Hamiltonian methods are used to study non
equilibrium steady states (for example if we consider two heat baths a dif-
ferent temperatures, you can imagine that there will be a constant heat
flux from the warmer to the colder reservoir; such a state is called a non-
equilibrium steady state), see [68, 28]; coupling with a single heat bath is
used to study return to equilibrium@ The GLE serves precisely this pur-
pose. Let us now say a couple of words about the derivation of the GLE.
In order to derive such an equation — which, I would like to point out, is
a stochastic integro-differential equation — we think of the system ”particle
+ bath” as a mechanical system in which a distinguished particle interacts
with n heat bath molecules of mass {m;},,,,, through linear springs with
random stiffness parameter {k;}, <j<n’ the Hamiltonian of the system is

24Quoting D.Ruelle: The purpose of nonequilibrium statistical mechanics is to explain
irreversibility on the basis of microscopic dynamics, and to give quantitative predictions
for dissipative phenomena.
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then :

2 n 2 n
_ Pn 1 rrol 2
H(qn, P Q1 ey Qs Py P) = V() + 50+ 5 Zl ot ;ki@i—qn) :

(76)
where (g, pn) and (Q1, ..., Qn, P1, ..., P,) are the positions and momenta, of
the tagged particle and of the heat bath molecules, respectively (the notation
(Gn,pr) is to stress that the position and momentum of the particle depend
on the number of molecules it is coupled to).

Excursus. The theory of Equilibrium statistical mecanics is involved
with the study of many particle systems in their equilibirum state; such a
theory has been put on firm ground by Boltzman and Gibbs in the second
half of the 19th century. Consider an Hamiltonian system with Hamilto-
nian H(q,p) (for example our gas particles in a box). The formalism of
equilibrium statistical mechanics allows to calculate macroscopic properties
of the system starting from the laws that govern the motion of each par-
ticle (good reading material are the papers [46] [45] [68]). The Boltzmann-
Gibbs prescription states the following: the equilibrium value of any quan-
tity at inverse temperature S is the average of that quantity in the canon-
ical ensamble, i.e. it is the average with respect to the Gibbs measure
pp(q,p) = Z 1 exp{—BH(q,p)}dgdp. The reason why this measure plays
such an important role is a consequence of the fact that the Hamiltonian
flow preserves functions of the Hamiltonian as well as the volume element
dqdp.

Going back to where we were, we can write down the equations of motion

of the system with Hamiltonian :

Gn = DPn

Br = 00V (an) + X K@~ )
Qi = Pj/m; 1<i<n
Pi = _kz(Qz - Qn) 1<e<n.

The initial conditions for the distinguished particle are assumed to be de-
terministic, namely ¢, (0) = qo and p,(0) = po; those for the heat bath are
randomly drawn from a Gibbs distribution at temperature ', namely
I g .
pg = ge , Z normalizing constant,
where the Hamiltonian H has been defined in . Integrating out the heat
bath variables we obtain a closed equation for g,, of the form . In the
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thermodynamic limit as n — oo we recover the GLE. Under the assumption
that at time ¢t = 0 the heat bath is in equilibrium at inverse temperature 3,
we obtain the fluctuation dissipation relation as well. The form of the
memory kernel v(¢) depends on the choice of the distribution of the spring
constants of the harmonic oscillators in the heat bath [23].

It is important to point out that, for a general memory kernel ~(¢),
the GLE is non Markovian and this feature makes it not very amenable
to analysis (even though it is worth noticing that significant progress has
been mad in the study of non-Markovian processes [27]). One way to go
about this problem is trying to approximate the non Markovian dynamics
(74) with a Markovian one. As noticed in [43], the problem can be recast as
follows: we want to approximate the non Markovian process with the
Markovian dynamics given by the system of ODEs:

dqg = pdt (77a)
dp = —0,V(g)dt+g-udt (77b)
du = (—pg—Au)dt+CdW(t), (77c)

where (q,p) € R%, u and g are column vectors of R?, - denotes Euclidean
scalar product, W (t) = (Wy(t),..., Wy(t)) is a d-dimensional Brownian mo-
tion, V(q) is a potential and .4 and C are constant coefficients d x d matrices,
related through the fluctuation dissipation principle:

A+ AT =0T, (78)

We also recall that the noise in is Gaussian, stationary and mean zero.
Because the memory kernel and the noise in are related through the
fluctuation-dissipation relation, the rough idea is that we might try to either
approximate the noise and hence obtain the corresponding memory kernel
or, the other way around, we could approximate the correlation function
and read off the noise. The latter is the approach that we shall follow in
this section. As a motivation, we would like to notice that for some specific
choices of the kernel, equation is equivalent to a finite dimensional
Markovian system in an extended state space. If, for example, we choose
y(t) = X2e7t, t > 0, then becomes

{ q - P 2 rt —(t—s) (79)
p o= —0V(e)— N [ye p(s)ds + F(t);
the fluctuation dissipation theorem (with 5 = 1) yields

E(F(t+ s)F(t)) = XNe7ll. (80)
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Since we are requiring F'(t) to be stationary and Gaussian, implies that
F(t) is the Ornstein-Uhlenbeck processEa] If we write F'(t) = Av(t), with
v(t) satisfying the equation v = —v + V2W, and we define the new process

t
A1) = - / e~ =)p(s)ds + v(t), (81)
0
then becomes
qg =p
p = —0,V+ Az
5 o= —Ap—z+V2W,

which is precisely system with d =1, A =1 and g = A. The "Marko-
vianization” of was first done by Mori [54] by first approximating the
Laplace transform of the memory kernel (), 4(£), by a rational function
(if and when this is possible) and then imposing the fluctuation relation,
which gives the matrices A and C as well as the vector g. If (¢) itself is
a sum of exponentials, v4(t) = .0, A2e~ " then 7, = Zle M/ (&+ ay),
so the procedure indicated by Mori is clearly successful and it corresponds
to the case in which A = diag{a,...,aq} and g = (A1,...,Aq)T. Another
typical situation is when the Laplace transform of + has a continued fraction
representation
2
5/(5 ) = ! 2 ) 0; > 0.

§+0 + ———

40+ —3—

E+03+ " .

In this case the approximation is done by truncating the fraction at step d
and then reading off the corresponding Markovian system of (d + 2) SDEs.
The matrix A is then tridiagonal,

01 —eo
€2 b2 —e3
A= €3 05

04

and g = (e1,0,...,0)T.

251t is possible to show that the only mean zero stationary Gaussian process with au-
tocorrelation function e~ is the stationary O-U process.
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9 Markov Semigroups and their (Generator

The properties of Markov processes can be studied by means of functional
analytic tools, which we come to introduce in this section. The (very little)
background on functional analysis that you need to study this section is in
the appendix. The framework we describe will refer to a continuous-time
setting; therefore it will be applied to continuous time Markov processes and,
in the next section, to diffusion processes (which are a special subclass of
the continuous time Markov processes). However some of the definitions and
results presented in the following, can also be formulated in discrete-time.

For the content of this section we refer to [25, 13, 62]. In all that follows
(B, || - ||) will denote a real Banach space.

Definition 9.1 (Markov Semigroup). A one parameter family of linear
bounded operators over a Banach space {Pi}ier, , Pr: B — B for allt > 0,
s a semigroup if

1. Py =1, where I denotes the identity on B;
2. Prrs = PiPs = PPy, for allt,s € Ry.

If the map Ry 5t — Py f € B is continuous for all f € B, then the semi-
group is said to be strongly continuous. A strongly continuous semigroup
of bounded linear operators is also called a Cyp-semigroup. A semigroup is a
Markov semigroup if

i) it preserves constants: Pl = 1 for all t € Ry (here 1 is the constant
function equal to one);

ii) it is positivity preserving: f > 0= P,f >0 forallt € Ry.

Definition 9.2. With the notation of the previous definition, the semigroup
P, is contractive if

\P:fI < IIfNl, forallt € Ry and f € B.

Comment. i) You are likely to have already seen the definition of semi-
group when talking about the solution of differential equations, for example
linear equations of the type

atf = Lfa

where, for every fixed ¢, f(t,z) belongs to some Banach space B and L is a
differential operator on 5. Indeed properties 1. and 2. simply say that the
solution of the equation is unique. Strong continuity is used to make sense
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out of the notion of initial datum for the equation.

1) Let pi(z,dy) be the transition function of a continuous time and time-
homogeneous Markov process X; . To fix ideas suppose X; is real valued.
Then

mﬂszm&»mzﬂzAg@m@@m, (82)

defines a positivity preserving semigroup with P;1 = 1 (check) on the space
B, of bounded and measurable functions from R to R. Whether the semi-
group is strongly continuous or not, this depends on the process X; and
on the function space that we restrict to. The Banach spaces that we will
consider will be function spaces and we assume that such spaces will contain
at least the space B,,. Another popular space for us will be the space Cp
of bounded and continuous functions from R to R (more in general one can
consider functions defined on a Polish space).

The semigroup is the Markov semigroup associated with the process
X;. Such a semigroup will be the main focus of the remainder of this set of
lecture notes. The aim of the game will be deriving properties of the Markov
process X; from properties of the semigroup P;. The fascinating bit here
is that by doing so, we are trying to solve a stochastic problem by purely
functional analytic means.

Example 9.3. Let (Q,F, 1) be a probability space, Cp(€2) be the space
of continuous and bounded functions on the space 2 (endowed with the
uniform norm) and m > 0 a constant. Then

Pif(w) =™ f(a) + (1 — e ™E(f),

where E(f) = [ f(x)du(z), defines a strongly continuous Markov semi-
group.

Example 9.4. The relation

P
Puf@)i= = [ e 5 . (85)
defines a strongly continuous semigroup on the space of bounded and uni-
formly continuous functions from R to R. This is precisely the semigroup
associated with Brownian motion through . In other words, because
the transition probabilities of BM are given by , we can rewrite the
expression (83)) as
Pif(x) = Ef(By)|Bo = a].
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Given a semigroup, we can associate to it an operator, the generator of
the semigroup.

Definition 9.5. Given a Cy-semigroup, P;, we define the infinitesimal gen-
erator of the semigroup Py to be the operator

£f = tim =T
t—0+ t
for all f € D(L) :={f € B : the limit on the RHs of exists in B}. If
Ps is a strongly continuous Markov semigroup, then the operator L is a
Markov generator. The generator of the semigroup defined in , is often
referred to as the generator of the Markov process X;.

(84)

From now on we will always work with strongly continuous semigroups,
unless otherwise stated. The following properties hold.

Theorem 9.6. With the notation and nomenclature introduced so far, let
P be a strongly continuous semigroup. Then we have:

1. if f € D(L) then also Pyf € D(L), for allt > 0;

2. the semigroup and its generator commute: LPif = P Lf for all f €
D(L);

3. Oy(Prf) = LP.f.

Notice that point 3. of Theorem means that if we define a function
gt(x) = g(t,x) := P.f(x) then such a function satisfies, for all ¢ € R, the
equation 0;g = Lg.

Proof of Theorem[9.6. 1. and 2. can be proved together: for any ¢,s > 0,
we can write

PsPif —Pif _ PtPSf - f_

S S

No we can take the limit as s — 07 on both sides (the limit of the RHS
makes sense and therefore also the one on the LHS does, which means that
1. is proved) and obtain

cPif = tim PP _p gy Pl 2

s—0t S s—0t S
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Now we come to proving 3. In the remainder of this proof h > 0; let us look
at the right limit first:

lim Pisnf —Pif — P, lim Puf—f
h—0+ h h—0+ h

bys.
—PLf P,

Therefore the right derivative is equal to LP;f. Now we need to show the
same for the left derivative as well:

. | Pef = Pinf L Prnf—f
py [P o] < gy P s
| Puf —
< Jim Py [hfhf - ﬁf}

+ lim [Pr_pLf — PLLS] .
h—0

The second limit is equal to zero by strong continuity. Using Exercise
also the first limit is equal to zero, indeed

Puf—f Punf—f
h h

| T i
liy [P | 1|11 < fim ) £,

where ¢(t) is a constant depending on ¢, not on h. Now the limit on the

RHS of the above is clearly equal to zero, by the definition of L. O

The following very famous result gives a necessary and sufficient condi-
tion in order for an operator to be the generator of a Markov semigroup.

Theorem 9.7 (Hille-Yosida Theorem for Markov semigroups). A linear
operator L is the generator of a Markov semigroup {P;}icr, on the Banach
space B if and only if

1. 1€ D(L) and L1 =0;
2. D(L) is dense in B;
3. L is closed;

4. for any A > 0, the operator \I — L is invertible; its inverse is bounded,

sup |(AM — L)' fl < A7
/1<t

and positivity preserving.
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Example 9.8. [Generator of Brownian motion/From the discussion of Section
m we expect the generator of BM, i.e. the generator of the semigroup ,
to be A/2, where A denotes the Laplacian. We work in one dimension so
we expect to obtain §2,/2. Indeed, let f be a bounded and continuous func-
tion, with bounded and continuous first and second derivatives. Then, if P
denotes the Brownian semigroup , we have

Pif(x) — f(x) 1 eyl
W@#AU@—fmw cﬂ

t
T+ z)— f($))622/2td2::|

N%ﬁéu<

L z +wVit) — f(z))e " 2dw
= [ wve) = ploe

1 / Ly 2:| —w?/2

- —— 2wVt + = f"(x + OwvV)tw? | e 2dw,
i | g o

where the last inequality holds, by Taylor’s Theorem, for some 6 € [0, 1].
From the continuity of f” and observing that

e S A s A

/f’(x)w eV 2w = f’(x)/ we 1 2dw =0,
R

R

we have

Puf(x) ~ f(z) _ f"(x)

lim
t—0+ t 2
Definition 9.9. Given a time-homogeneous Markov process Xy : (Q, F,P) —
R, we have defined the associated Markov semigroup Py by . Denoting by
pi(x,dy) the transition functions of the process, we can also define the dual
semigroup associated to X; and acting on the space of probability measures

on R (denoted by M;(R)):
Pn)(B) = [ plo Butdo), 20,5 € B pe MR (59

Remark 9.10. We recall that the dual of C([0,T],R) is the space of mea-
sures p on [0,7] with bounded total variation on [0,7] (see [80], page 119);
the total variation on [0,77] is defined as

lpeliry = sup J(s)p(ds).
rec(or)) Jjo1]
Ifll<1
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Also, the dual of the space L*>°(S,S, \), where (S,S, ) is a measure space
with A\(S) < oo, is the space of finitely additive measures p absolutely
continuous with respect to A and such that supg |u(B)| < oo (see again
same reference).

Notice that the Markov semigroup P; acts on functions, its dual acts on
probability measures. Moreover, P f is a function, while P} it is a probability
measure on R. (Useless to say that in all of the above R can be replaced by
any Polish space S and everything works anyway.) The reason why P} is
called the dual semigroup is the following: with Remark in mind EL if
we use the notation

(Pufoi) = /R (Puf) (a)(d),

then for any say bounded and measurable function f and for any probability
measure u we have

P = [ | [ o an )] wiae)
/f /ptxdw (dz)

= [ s @ity = (1. Pir.
So, at least formally, P; is the dual (or adjoint) operator of P;.

9.1 Ergodicity for continuous time Markov processes.

Definition 9.11. Let P, be a Markov semigroup. A probability measure p
is said to be invariant for Py if for any bounded and measurable function o,

/ (Prgp) (@) u(der) = / (@) (de). (36)
R R

Given a time-homogeneous Markov process, we say that a measure p is in-
variant for X if it is invariant for the associated Markov semigroup.

26Tn view of Remark this is just a duality relation, i.e. it expresses the action of
the dual of a space on the space itself, see the Appendix; in the case of a Hilbert space
this would be just a scalar product, which is why we denote duality relations and scalar
products in the same way.
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With the notation introduced at the end of the previous section,
can be rewritten as

(Prp, ) = (o, 1) (87)

Therefore, by the point of view of the dual (or adjoint) semigroup, we can
also say that the measure p is invariant if

Pin=p, Vt>0 (88)

Comment. I suppose that you would like to reconcile Definition [9.11
with Definition If P; is the Markov semigroup associated with a given
process X; and we take ¢(x) = 1p(x), for some measurable set B, then

[ Peotantan) = [ ( / 1B<y>pt<x,y>dy) u(d)
~ [ mia. Byu(ao).

Therefore equality implies

/ pr(, B)u(d) = / 15(2)du(x) = u(B).

Observe, as we have done for the time discrete case, that if p is invariant
for X; and Xg ~ u, then X; is stationary, indeed in this case

Pu(Xi € B) = [ o Bulde) = Piu(B) = (B (89)

Comment. The stationarity of u is used in only for the last equality.
All the other equalities are true simply by definition of P;. This means that
if we start the process with a certain distribution v, then the semigroup P;
describes the evolution of the law of the process:

(P{v)(B) =P, (X; € B),

for every measurable set B. On the other hand, from the definition of
the semigroup Py, it is clear that P, describes the evolution of the so called
observables.

Again analogously to the time-discrete case, we give the following defi-
nition.

2T1f holds for all ¢ buonded and measurable then take ¢ to be the indicator function
of a measurable set and you obtain . On the other hand, if is true then (Prp, u) =
(¢, P ) = {p, uy, for all ¢ bounded and measurable.
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Definition 9.12. A time-homogeneous (continuous time) Markov process
is ergodic if the associate semigroup (i.e. the semigroup defined through the
relation ) admits a unique invariant measure.

Before making the comment below, we would like to point out a technical
fact.

Lemma 9.13. Let P; be a Markov semigroup associated with some real
valued process Xy. If v is an invariant measure for the semigroup, then Py
can be extended to a strongly continuous semigroup on LP(R, u), for every
p= 1l

Notation: if S is any Polish space, LP(S, i) is a weighted LP space (of R
or R™-valued functions) over S, that is

LP(S, p) := {functions f : S — R such that / |fIP (z)du(x) < oo}
S

From now on, we shall refer to the non-weighted LP space as to the flat LP.
Thanks to the above Lemma, we can work in a Hilbert space setting as soon
as an invariant measure exists.

Comment. One can prove that the set of all invariant probability mea-
sures for P, is convex and an invariant probability measure is ergodic if
and only if it is an extremal point of such set (compare with Lemma [5.4]).
Hence, if a semigroup has a unique invariant measure that measure is er-
godic. This justifies the definition of ergodic process that we have just given.
It can be shown (see [13]) that, given a Cyp-Markov semigroup, the following
statements are equivalent:

(i) p is ergodic.
(i) ¢ € L?(S,p) and Pyp = ¢ VYt >0, p a.s. = ¢ is a constant (u a.s.).
(iii) for any ¢ € L%(S, u),

lim ! (Ps)(z) ds = / o(x)pu(dr), in L*(S,p).

t—o00 t 0 S

Because the Markov semigroup preserves constants, condition (ii), read at
the level of the generator of the semigroup, says that 0 is a simple eigenvalue
of L, if and only if Prp = ¢ Vt > 0, 4 a.s. = ¢ is a constant. In other
words, Ly = 0 & ¢ is constant (for ¢ € L2(S,u) N D(L)). As for (iii),
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this is precisely the ergodic theorem for continuous time Markov processes.
Notice that the time average on the LHS depends on z (the initial value of
the process) while the RHS does not: again, the limiting behaviour does not
depend on the initial conditions.

Remark 9.14. When the semigroup has an invariant measure p, we shall
always assume that the generator of such a semigroup is densely defined in
L?(R, i). This assumption is not always trivial to check in practical cases.

For the moment only formally, the generator of Py is just £*, the flat
L?-adjoint of the generator of Py, £. From , a measure is invariant if

L =0. (90)

If P, is the semigroup associated with some time homogeneous Markov
process then the process is ergodic if equation admits a unique (normal-
ized) solution. (Notice indeed that £ and £* will be differential operators,
so the solution to cannot be unique.)

10 Diffusion Processes

For the material contained in this section we refer the reader to [Il, 25 22, [41].

In this section we want to give a mathematical description of the phys-
ical phenomenon called diffusion. Simply put, we want to mathematically
describe the way milk diffuses into coffee.

It seems only right and proper to start this section by reporting the
way in which Maxwell described the process of diffusion in his Encyclopedia
Britannica article:

” When two fluids are capable of being mized, they cannot remain in
equilibrium with each other; if they are placed in contact with each other the
process of mixture begins of itself, and goes on till the state of equilibrium
s attained, which, in the case of fluids which mix in all proportions, is a
state of uniform mixture. This process of mixture is called diffusion. It
may be easily observed by taking a glass jar half full of water and pouring
a strong solution of a coloured salt, such as sulphate of copper, through a
long-stemmed funnel, so as to occupy the lower part of the jar. If the jar
s not disturbed we may trace the process of diffusion for weeks, months, or
years, by the gradual rise of the colour into the upper part of the jar, and the
weakening of the colour in the lower part. This, however, is not a method
capable of giving accurate measurements of the composition of the liquid at
different depths in the vessel. ...
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If we observe the process of diffusion with our most powerful microscopes,
we cannot follow the motion of any individual portions of the fluids. We
cannot point out one place in which the lower fluid is ascending, and another
i which the upper fluid is descending. There are no currents visible to
us, and the motion of the material substances goes on as imperceptibly as
the conduction of heat or electricity. Hence the motion which constitutes
diffusion must be distinguished from those motions of fluids which we can
trace by means of floating motes. It may be described as a motion of the
fluids, not in mass but by molecules. ...”

By a phenomenological point of view, the word diffusion denotes a transport
phenomenon which happens without bulk motion and results in ”mixing”
or "spreading”. @ The two typical examples that you should bear in mind:
the way milk diffuses into coffee and the way gas molecules confined to one
side of a box divided in two compartments spread to the whole container as
soon as the division is lifted. In the first case, if you wait long enough, you
will obtain a well stirred coffee with milk; in the second case you will see
that the gas molecules reach an equilibrium state described by the Gibbs
distribution.

10.1 Definition of diffusion process

Athough we will mostly deal with time-homogeneous examples, we give the
definition below for the general context of non necessarily time-homogeneous
Markov processes. We therefore use the notation introduced in Exercise

Definition 10.1. A real valued, continuous time Markov process, {Xt}tE[O,T]?
is a diffusion process if its transition probabilities p(s, x,t, A), satisfy the fol-
lowing conditions:

1. For any € > 0,

1
lim ~ p(t,x,t +0,dy) =0, forallte€[0,T] and x € R;
5§00 lz—y|>e

2. There exists a real valued function b(t,x) such that for all e >0

1
= lim (y—z)p(t, z,t4+0,dy) = b(t,x), for allt €[0,T] and x € R;
0 60 lz—y|<e

28Indeed, the word diffusion comes from the latin verb ”diffundere”, which means ”to
spread out”.

29 At this point one should mention the apparent paradox created by the Poincaré re-
currence Theorem, but we will refrain from getting into the details of this long diatribe.
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3. There exists a real valued function D(t,x) such that for all e >0

1
= lim (y—2)?p(t, x,t+6,dy) = D(t,x), for allt € [0,T] and x € R.
5 0—0 \z—y|§e

The function b(t,x) is often called the drift while the function D(t,x) is the
diffusion coefficient.

Before explaining the meaning of Definition let us Remark that the
same definition can be given for R™ valued processes.

Remark 10.2. For ease of notation, Definition has been stated for
one-dimensional processes. The exact same definition carries to the case in
which X; takes values in R™, n > 1. In this case b(t,z) will be a R™-valued
function and D(¢,z) will be a n X n matrix such that for any € > 0,

020 J]g—y|<e

for all t and . In the above (y — ) is a column vector and (y —z)” denotes
its transpose.

Now let us see what the three conditions of Definition[10.1]actually mean.
Condition 1. simply says that diffusion processes do not jump. In conditions
2. and 3. we had to cut the space domain to |x —y| < € because strictly
speaking at the moment we don’t know yet whether the transition proba-
bilities of the process have first and second moment or not. Assuming they
do, then conditions 2. and 3. say, roughly speaking, that the displacement
of the process from time ¢ to time ¢ 4 § is the sum of two terms: an average
drift term, b(¢,z), plus random effects, say 7, plus small terms, o(¢d); the
random effects are such that E(n)? = D(t, z)5 + 0(5)@

Lemma 10.3. Suppose a real valued Markov process X; on [0,T] with tran-
sition probabilities p(s,z,t, A) satisfies the following three conditions:

1. there exists a > 0 such that

1
lim / ly — x!2+ap(t,ac,t +0,dy) =0, forallte[0,T] and z € R;
500 R

3%Here and in the following the notation o(§) denotes a term, say f(&), which is small
in § in the sense that
f(9)

Yim =5~ =0
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2. there ezists a function b(t,x) such that

1
lim — / (y—z)p(t,x, t+9,dy) =b(t,x), forallt€[0,T] and x € R,
=00 R

3. there exists a function D(t,z) such that

1
lim — / (y—2)*p(t, z,t+6,dy) = D(t,x), for allt € [0,T] and x € R.
=00 R

Then X is a diffusion process.

Proof. We want to show that if the above three conditions hold then the
conditions of Definition [10.1] are satisfied. Let us start with checking that
under our assumptions, condition 1. of Definition holds: for any € > 0,
we have

1 2+a
- p(t, .t +6,dy) < /M(txt+5dy)5 90,
0 Jyy—af>e

having used the fact that |y — x| > ¢ = (Jy — x| /e) > 1. To verify that
condition 2. of Definition holds, observe that for every € > 0,

1 1
5 / (y —x)p(t,z,t + 0,dy) = 5 (y —z)p(t, z,t + 9, dy)
R

ly—z|<e

1

4 ly—z|>e
If we can prove that the second addend on the RHS of the above converges
to 0 as 0 — 0, then we are done by assumption 2. Using again |y — x| >
€= (ly — x| Je) > 1, we act as before and we get

1

2+a
/ (y — 2)p(t, z, t + 6, dy) /'y p(t b+ 6,dy) “ 0.
J ly—z|>e €

a

You can act analogously to show that also condition 3. of Definition [10.1]is
satisfied. O

What we want to do now is showing that, under appropriate conditions
on the involved coefficients, solutions of SDEs are diffusion processes. Vicev-
ersa, a diffusion process solves, under certain conditions, an appropriate
SDE. Unless otherwise stated, everything we say in the following is referred
to real valued processes. The multidimensional case will be commented on
in separate remarks.
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Theorem 10.4. Consider the SDE
dX, =b(u,z)du + o(u,x)dW,, X;=uz. (91)

Suppose the coefficients b(u, x) and o(u, ) are continuous in both arguments
and satisfy all the assumptions of the existence and uniqueness theorem,

Theorem . Then the process X, solution of , is a diffusion process
with diffusion coefficient D(u, ) = o?(u, x).

Before proving the above statement, let us make the following remark.

Remark 10.5. Under the conditions of Theorem[8.9 one can prove that the
solution of equation 1s still a Markov process and the following estimate
holds: there exists a constant C > 0 such that

E|X, — z[*" < Cu™e*(|z[*" +1), forallm>1.

Proof of Theorem[10.4, We already know that X, is a Markov process. All
we need to verify are the conditions listed in Definition To this end,
we shall show that the three conditions of Lemma [10.3] are satisfied.

1. The estimate of Remark with m = 2, gives
B +0) o' = [ o=yl pltot + ddy) < KO+ [a]!),
R

Dividing by § and letting § go to zero, condition 1. is verified.

2. We want to prove that

E[Xt?x] - (15/(y — 2)p(t, x, t+ 6, dy) =3 b(t, x).
R

Using , we can write

t46 t+6
Xpg=x+ / b(s, Xs)ds +/ o(s, Xs)dWs.
t t

Therefore s
E[X;is — 1
E[Xeys —a] _ E/ b(s, X,)ds .
0 o Jy

Tha change of variables s =t 4+ ud then gives

. 1
E[Xtt;f”] _E / b(t + ud, Xpyus)du — bit, ).
0
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In the above, we could exchange the limit and the integral because by
assumption
|b(t + ud, Xt+u5)‘2 <C(1+ ‘Xt+u5’2)

and we know by the existence and uniqueness theorem that
! 2 ! 2
E/ |b(t + ud, Xptus)|” < C/ (1+E|Xipus5]7) < o0
0 0

. We are left with showing that

5—0

o 2
(K —2)° _ ;/(y—a:)Qp(t,af,H&dy) — D(t,z).
R

IE( 5
To this end, let us write
E(Xiys — 2)* = B(X16)? — 2% — 20 [EXyys — 1] . (92)
Using It6 formula to calculate d(X,)?, we get
d(X,)? = 2X,dX, + 0% (u, X,)du.

Integrating between ¢ and ¢ 4+ § and taking expectation then gives

t+4

t+6
E(Xiy5)* — 2% = E/ 2X,b(s, X,)ds + IE/ o?(s, X,)ds .
t

t

Combining with :

E(Xyys —x)% = E/H_(S [2X,b(s, X;) + UQ(S,XS)] ds
¢
—2z(b(t,z)d + 0(9)) .

After dividing both sides by §, we can, as before, make the change of
variables s = t 4+ ud, exchange limit and integral (which is justified
with an argument similar to the one explained above) and conclude
by sending d to zero.

O]

Now the reverse.

Theorem 10.6. Let Xy be a diffusion process on [0,T]. Suppose the coeffi-
cients of the diffusion b(t,x) and D(t,x) satisfy the following conditions:
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e b(t,x) is continuous in both arguments and it grows linearly, i.e. there
exists a constant C' > 0 such that

[b(t, )] < C(1 + [z]);

e D(t,x) is continuous in both arguments and it has bounded an contin-
uous first derivatives (i.e. the derivatives 0yD and 0,D exist and are
bounded and continuous);

o (D(t,z))"" is bounded;
e there exists a function ¥(x), independent of t and §, such that

a) P(z) > 1+ || and supyep 1) E((X1)) < oo;

b) |[(y — x)p(t,x,t + 6, dy)| and [(y—=x)?p(t,z,t+0,dy) are bounded
above by (x)d;

c) [(lyl +v*)p(t,x,t + 6,dy) is bounded above by ().

I will not prove the above theorem. However, let me give you some
heuristics to understand intuitively why, loosely speaking, a diffusion process
satisfies an SDE. To this end, let X; be a diffusion process. Then conditions
2. and 3. of Definition [10.1] imply

E(X; — X4|Xs =2) =b(s,x)(t — s) + ot — s)
E(X; — X,)?| X, =2) = D(s,z)(t — s) + o(t — 5).

Therefore, if we take a function o (¢, ) such that o%(t, z) = D(t, ), recalling
that E(W; — W,)? = (t — s), we can write

Xt — Xs =0b(s,2)(t — s) + o(s,z) (W — W) + ot — s),

which, forgetting about the o(t — s) terms, can be rewritten in differential
form to be precisely equation (91)).

10.2 Backward Kolmogorov and Fokker-Planck equations

For the moment we will keep working in one dimension. At the end we shall
comment on the multi-dimensional extension of the following results.

Lemma 10.7. Let f(z) be twice differentiable and suppose there exist m,C >
0 such that

d

I+ 7@ +

T <C@1+|z™), xzeR.
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Assume also that b(t,x) and D(t,z) satisfy the assumptions of Theorem
110.4. Then

lim Ef(X¢) — f() _ d I 4 d?
6—0 1)

where X,, is the solution of
dX, = b(u, Xy)du + o(u, X,))dW,, Xis=u. (93)
Proof. The proof of this lemma is left as an exercise, see Exercise O
Theorem 10.8. Let X, be the solution of the SDE
dXy, = blu, Xy)du + o(u, X, )dW,, Xi=uz, (94)

where we assume that the coefficients of the SDE are continuous in both ar-
guments with continuous partial derivatives Opb(u, x), Oyo(u, ), Opyb(u, x),
Ozz0(u,x). Suppose f(z) is a twice continuously differentiable function and
that there exist K, m > 0 such that

[b(u, 2)| + |o(u, 2)] < K(1+ [2]),
|0:b(w, )| + [0220(u, ]—1— |0p0(u, )| 4+ |Opzo(u, 2)] < K(1+ |z|™),

Then the function h(t,z) = E[f(X.)|X: = x] satisfies the equation

@)+ @) <K(1+]af").

Oh(t, ) Oh(t,z) 1 O*h(t,z)
5 +b(t, ) B 502(15,33)W =0, te(0,u) (95)
lim h(t,2) = (). (96)

Remark 10.9. Equation is called the Backward Kolmogorov equation
(BK). The name of the equation comes from the fact that it is an equation
for the ”backward” variables ¢ and x. Moreover, notice that h(¢,x) is the
solution of a final value problem.

Comment. Let £E be the differential operator operator

o 1 0?
Li:=b(t,z)— + ~0(t,1)— .
(1,2) - + 5070 2) 5
31The notation £, rather than just £ is to emphasize that the coefficients of this operator
do depend on time.
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L is called the backward operator or also the generator of the (non time-
homogeneous) diffusion ([94). Theorem says that the evolution equation

Oh(t,x)
ot
lim u(t, z) = f(z)

= —Eth(t, :L‘)

is a "backward” equation for the observables.

Proof of Theorem ( sketch). T will not prove the differentiability proper-
ties of the function h(t, z) but rather show formula (95)). More details about
this proof ca be found in [22] Section 11]. For the purposes of this proof we
shall denote by X®!(u) the solution at time u of equation started in x
at time ¢t. With this notation we can simply write h(t,z) = E[f(X%!(u))].
What we want to show is

h(t,x) — h(t — 6, z)
0

— bt 2)Duh(t, 7) — %a2c‘)mh(t,x).

Oih(t,z) = lim

Let us start with observing that
Xm,tfé(u) _ XX'T’t_‘S,t(u)‘
Therefore

h(t = 6,x) = E[E(f (X" (u))| X"0(t))]
= Eh(t, X®'°(t)).

Using the above and Lemma [10.7| we get the result:

_ _ z,t—0 o
o h(ba) —h(t—dw) A XPO(0) - ht,2)
5—0 1) 5—0 )

1
= —b(t,z)0:h(t,z) — 5026mh(t,x).

O

Theorem 10.10. Let Xy, t € [0,T] be a diffusion process with coefficients
b(t,z) and D(t,x) such that the limits in Definition hold uniformly
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fort € [0,T] and x € R. Suppose the transition probabilities of X; have a
density@p(s, x,t,y) for every t > s. If the partial derivatives

a0 &

5 @(b(t, Y)p), @(D(t,y)p)

exist and are continuous, then the transition density p(s,xz,t,y) solves the
equation

2
o+ 5o 0t ) — 55Dty =0 (o7)
limp(s,2,£,y) = 3z —y) (99)

Equation @ is a differential equation in the ”forward variables” ¢ and y
and for this reason it is known as the Fokker-Planck or forward Kolmogorov
equation.

10.2.1 Time-homogeneous case

Let us now specialize to the time-homogeneous case. In this case the coeffi-
cients of the SDE do not depend on time. The process we are concerned
with is then solution of the SDE

dX, = b(X,)du + o(X)dW,, Xi=z, (99)

where b(z) and o(x) satisfy all the assumptions stated so far. In other words,
the function h(t,z) = E[f(X,)|X: = x] becomes

h(t, $) = E[f(Xu)’Xt = SC] = E[f(Xu—t)|X0 = x]
Setting 7 = u — t and noticing that d; = —0;,, equation becomes now

Oh(T, ) B
5 = Lh(T,x) (100)

lim h(r, ) = £ ().,

where the differential operator £ is now the generator of the diffusion in the
sense of Definition ,

o 1 9?2
L= b(aﬁ)% + 502(1')@

328ee Remark [10.16| on this point.

33You could find this expression also by acting analogously to what we have done in

Example @
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Because of ((100)), it is customary to write
h(r,z) = (Prf)(z) = e™~.

In this time-homogeneous setting, the Fokker-Planck equation becomes
an equation for the transition probability density p(t,z,y) (rather than
p(s,x,u,y)) and it is precisely

0
=Ptz y) =Lt 2,y), limp(t, 2,y) =d(z —y),
ot t—0

for every fixed € R, where L* is precisely the flat L?-adjoint of the operator
L:
0 102
L =——(by)) + === (c%(y)).
®(@H+2%A0@H
Example 10.11. Consider the O-U process
dXt = *O[Xtdt + O'th, o, > 0.

This is a time-homogeneous process with generator

L =— g + 072672
T T2 T 2 922
and Fokker-Planck operator
. 0 o? 0?
Lr=ag @)+ 592

The equation L£*p = 0 has a unique normalized solution

_ —ax?/2D
P 27TD€ ’
hence the O-U process is ergodic.

Example 10.12. Both the generator and the Fokker-Planck operator of
Brownian motion are simply 02, /2.

Comment. The Fokker-Planck equation is a continuity equation in the
sense that it expresses the conservation of probability mass. Indeed, using
the Fokker-Planck (FP) equation, it is straightforward to show

— | p(t,x,y)dy =0 for every fixed z € R.
dt Jp

Therefore

/p(t,x,y)dy:/p((),x,y)dy:/cs(z:—y) =1, forallt>D0.
R R
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Remark 10.13. What happens in higher dimensions? Recalling Remark
this time we have a process X; € R" solving the multidimensional SDE

dX; = b(z)dt + o(x)dWy,

where b(z) is a vector in R™ and o(x) is a matrix. X; is a time-homogeneous
diffusion with drift vector b(x) and diffusion coefficient D(z) = o(z)o” ().
The generator of such a process is the operator

L= zn:bj(gu)i +1 i D (z) o
73’:1 oxrd 2

, Oxixi
i,j=1

Notice that the diffusion matrix is always symmetric and positive definite.
Example 10.14. Consider the system

dY; = 3Ydt — mZydt +V2adW}, a,m >0

dZ; = —6Zydt + V2dW2 .
The generator of the process is

0 0 0? 0 0?

Definition 10.15. A second order differential operator L on R™ of the form

n n 2
L= Zai(w)aii + Z MY (x) 0

Oxtxd’
i—1 ij=1

where a(xr) = (a'(x))1<i<n s a R™ valued function on R™ and M(z) =
(MY (x))1<ij<n is a matriz valued function on R™ is said uniformly elliptic
if there exists a positive constant o > 0 such that

n
> MY (@) > allo|)?,
ij=1
for all vectors v € R™.

Remark 10.16. If the operator £* is uniformly elliptic then the process X
with generator £ has a density. This is a consequence of the good smoothing
properties of elliptic operators. Indeed if £* is an elliptic operator then the
Fokker-Plank equation O;p = L*p is a parabolic equation (just the heat
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equation in the case of Brownian Motion, for example) and it is a standard
result from the theory of PDEs that the solution to this kind of equation is
smooth for every positive time, even if the initial datum is not. Also, the
maximum principle for parabolic equations guarantees that if we start with
a positive initial datum then the solution of the Fokker-Planck equation
remains positive for every subsequent time, see [21].

10.3 Reversible diffusions and spectral gap inequality

Also in this section we refer to time-homogeneous processes. Let us start
with an example.

Example 10.17. Consider the one dimensional process
dX; = =V'(Xy)dt +V2dW; (101)

where V() is a smooth confining potential. The generator of the process is

0 0?
_ v Y
L=-V(@)g+ 5
while the FP operator is
* 0 / 82
£ =5s V@) + 5

and the equation £*p = 0 has a unique normalized solution p = p(z):

. _ 9 | 9 _
L'p=0& 5 V(x)p(x)+axp(x) =0

= V'(z)p(x) + (%p(:r) = const.

Solving the above SDE gives p(z) = e~V(*) /Z, where Z is a normalization
constant. Observe that when the potential is quadratic, this process is
precisely the O-U process.

The semigroup generated by £ can be extended to a strongly contin-
uous semigroup on the weighted Lf, (see Lemma . Therefore, by the
Hille-Yosida Theorem, L is a closed operator. Moreover, L is a self-adjoint
operator in LIQ). Let us start with proving that £ is symmetric. To this end,
let us first recall that the scalar product in Eﬁ is defined as

(f,9)p 3=/Rf(:10)g(:c) p(x)dx .
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Let us now show that (Lf,g), = (f,Lg),, for every f,g ***smooth and in
L2
p

(Lf,9)p= /R(Ef)gpdw

, d d?
Z/R—V (2) <dxf> gpda:+/R (dmgf> gpdz

:_/ 4 49, 1,

R%dl‘

- d*g dg .,
_/Rfdxzpdx—/Rfde pda
- /R f(La)pdz = (£, Lg),.

As a byproduct of the above calculation, we also have
(Lf 9)p=— |z dz” dx, (102)

which will be useful in the following - notice also that (102) makes the
symmetry property obvious. Because L is symmetric and closed EI, it is
also self-adjoint in E%.

Let us now come to explain why diffusions generated by a self-adjoint
operator are so important.

Definition 10.18. A probability measure p is reversible for a Markov semi-
group Py if for any f,g € B,

/ (Puf)g dule) = / F(Pig) dp(z). (103)

In this case it is also customary to say that u satisfies the detailed balance
condition with respect to P;.

Analogously to the time discrete case if Py is the Markov semigroup asso-
ciated to some Markov process X; and is satisfied, then the process X;
is time-reversible (for a proof of this fact in the time-continuous setting see
[70], which is an excellent reference). A given Markov semigroup might have
more than one reversible measure. We denote R(P;) the set of reversible
measures for a given Markov semigroup P;. Taking g = 1, it is obvious that

34and defined on a dense subset of £2

5, namely the set of Schwartz functions, see [64].
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if 14 is reversible for Py then it is also an invariant measure for the semigroup.
So if P; admits a reversible measure p, then the semigroup can be extended
to a strongly continuous semigroup on Li- With the same reasoning as in
Example the generator is also closed. Moreover it can be shown that

(103)) is equivalent to

(Lf,9)u=(f, LGy, Vf,g" smooth enough and in Li. (104)

Therefore L is self-adjoint. This whole reasoning proves the following.

Proposition 10.19. Let P, be a Markov semigroup associated with a Markov
process Xy and p a reversible measure for Py. Then Xi is time-reversible
and the generator of Py is self-adjoint. Conversely if L is the generator of
a strongly continuous Markov semigroup on LZ (for some measure p) and
L satisfies , then u is reversible for the semigroup and the associated
process is reversible.

This is the reason why diffusion processes with self-adjoint generator are
also called reversible diffusions. The study of exponentially fast convergence
to equilibrium for reversible diffusions has been extensively tackled in the
literature, see [4, 5] and references therein. In what follows we will often use
the notation

fi(x) == (Pif)(x)

and work in one dimension but everything we say can be rephrased in higher
dimensions.

Definition 10.20. Given a Markov semigroup Py *** with generator L, we
say that a measure p € R(P;) satisfies a spectral gap inequality if there
exists a constant o > 0 such that

2
a/ [f - / fd,u] du <(=Lf, f)u, for every f e LZ ND(L). (105)
R R
The largest positive number « such that (105)) is satisfied is called the spec-

tral gap of the self-adjoint operator L.

The therm on the RHS of ((105)) is called the Dirichlet form of the oper-
ator L.

Remark 10.21. If £ is a self adjoint operator then the form (Lf, f), is
real valued (for every f € Li N D(L)). In particular the spectrum of L is
real. If £ is the generator of a strongly continuous Markov semigroup and
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the semigroup is ergodic then we already know that 0 is a simple eigenvalue
of £ (see comment after Lemma . In the case of Example we
also know from that (Lf, f), < 0 for every f, therefore the self-
adjoint operator L is negative and all the eigenvalues of £ will be negative.
Clearly —L is positive and the smallest positive « such that holds
is the smallest nonzero eigenvalue of —L£ (i.e. —a is the biggest nonzero
eigenvalue of £). This is the reason why « is called the spectral gap. The
next proposition clarifies why spectral gal inequalities are so important.

Proposition 10.22. A measure p € R(P;) satisfies a spectral gap inequality
(with constant o) if and only if

/R<73tf—/Rfd,u)2dM§€_2"t/R<f—/Rfd,u)2du, (106)

forallt >0 and f € Li.

Proof. Observe first that if [ fdu = 0 then [ fidu = 0 as well, as p is
invariant. Also, £ is a differential operator, so constant functions are in the
kernel of £. Therefore we can work with mean zero functions. We want
to prove that holds if and only if does. We prove here the
implication = , the other implication is left as an exercise, see
Exercise ***If we are working with mean zero functions showing that

(105) = ([106]) amounts to proving that
o [ FPdus et ), (107)

implies
/ (Puf)du < 2 / Pdu
R R

In order to do so, apply (107) to f; and get

d

Oé/Rffd/JS —/th(ﬁft)dli: —/th <dtft> dp
1 d

-3 (@)

d
2 /]R (f2) du < —2a /R fdp.

Therefore
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Integrating the above inequality we get

/ffdu < 6‘2‘”/ F2dp.
R R

Example 10.23 (1L.e. Examplecontinued). Going back to the process
X solution of , we now have the tools to check whether X; converges
exponentially fast to equilibrium. Working again with mean zero functions
(notice that in this case the kernel of the generator is made only of con-
stants), the spectral gap inequality reduces to

o []2

Those of you who have taken a basic course in PDEs will have noticed
that this is a Poincaré Inequality for the measure p. In Appendix [B4]
I have recalled the basic Poincaré inequality that most of you will have
already encountered. If the potential V(z) is quadratic then the measure
p does satisfy and in this case we therefore have exponentially fast
convergence to equilibrium. For general potentials a classic result is the
following.

Lemma 10.24. Let V(z) : R® — R be a twice differentiable confining
potential such that p = e V@) s a probability density. Denote by H* (p) the
weighted H', with norm

1P 03 = 112 + IV A1,

O]

2
pdz. (108)

If V(x) is such that
vV
2

then the measure p satisfies a Poincaré inequality: for all functions h €
HY(e=V®) and for some K > 0:

2
/ \Vh?e V@ de > K [ / h2e™V @) dy — ( / heV@)da;) ] .
R R R

Before concluding this section we would like to make a remark, which is
useful in computational practice. Given a probability measure u, there are
many processes admitting p as invariant measure. We will illustrate this fact
using the process (101). By the point of view of MCMC, this observation
is particularly important as one can then try and find the process that
converges fastest to the measure that we want to sample from.

— AV (x) glmiy 00,
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Example 10.25. Let v(z) be a smooth function and consider the process
dXy = —(v(X}) + V'(X}P))dt + V2dW,, (109)

where the potential V' (z) satisfies the same assumptions as in . It
is clear that we have perturbed the dynamics through the use of the
function v(x) EL Recall that the unperturbed process has a unique invariant
measure with density p = e_V(z)/ Z. Now the question is: is it possible to
find a function v(z) such that X} solution of admits p as invariant
measure? In other words, is it possible to perturb the drift of the process
(101) without altering the invariant measure (and therefore the long time
behaviour of the dynamics)? The answer turns out to be simple. The

generator of (109) is

Lo = —(ula) + Vi) + 2
v dr  0z?
We know that p is the invariant measure of ((101]), therefore
0 0?
— ! ——p=0. 110
5V P) T 5 ap (110)

If we want p to be also the invariant measure of (109) then we need to
impose L;p = 0. This results in
82

a2 ="

Lip=0<& 88 [(v+V)p] +

x
o 0, |
a$(vp) =0.

In higher dimension, i.e. if we consider the process X; € R? satisfying
dX; = —VV(X,)dt + V2dW;

where W; is now d-dimensional standard Brownian motion, you can show
again that the measure p with density p(z) = e~V (®) / Z is the only invariant
measure for X;. In this case the invariant measure of the process

dXP = —(v(X}P) + VV(XP))dt + V2dW,

is still p if and only if
V- (Up) =0,

where V- denotes divergence (see Exercise .

3%Notice that the generator of the perturbed dynamics is no longer self-adjoint in Lf,,
where p=e~V® /2
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10.4 The Langevin equation as an example of Hypocoercive
diffusion

The take-home message from Section [10.3| is: diffusions generated by op-
erators which are elliptic and self-adjoint are usually the easiest to analize
as, roughly speaking, ellipticity gives the existence of a C'*° density for the
invariant measure while the self-adjointedness of the operator gives nice
spectral property which are key to proving exponential convergence to equi-
librum. In this section we want to see what happens when the generator
is non elliptic and non self-adjoint. We shall mainly focus on how to prove
exponential convergence to equilibrium for non self-adjoint diffusions. Nihil
recte sine exemplo docetur, so let us start with the main motivating example,
the Langevin equation:

dq = pdt
dp = =8,V (q)dt — pdt + V/2dWy, (111)

where V' (¢) is a confinig potential and W; is one dimensional standard Brow-
nian motion. If we assume that the potential is locally Lipshitz then the
following general result, which can be found for example in [72], Chapter 10],
guarantees the existence of a strong solution for the system .

Theorem 10.26. Let b(t, z) : Ry xR™ — R™ be Locally Lipshitz, uniformly
fort € [0,T] for each T > 0 and suppose

1. supg<;<7 [b(t,0)] < 0o, for all T' > 0;

2. there exists k > 0 such that (x,b(t,z)) < 0 if x is outside of a ball of
radius k.

Then the SDE
dXt = b(t, Xt)dt + O'th

admits a unique strong and nonexploding solution for any random initial
datum Xo and any constant o > 0.

The generator of (111)) is
L =pdy — 0,V (q)0y — p0p + (95 (112)
and the corresponding Fokker-Planck operator is

L* = —pdy + 0,V (q)0p + Op(p:) + 02 . (113)
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Showing that this process has a unique invariant measure and that such a
measure has a density is not straightforward. However the process is indeed
ergodic with invariant density

e~ (V(9)+p°/2)
Z

What is easy to see is that the kernel of the generator is only made of
constants. In showing this fact we will also gain a better understanding of
the system . The dynamics described by can be thought of as
split into a Hamiltonian component,

pla,p) = (114)

q=p
p=—0,V(q) (115)
plus a O-U process (in the p variable):
dq = pdt
dp = =9,V (q)dt —pdt + /2dW,
O-U process.

Indeed the equations ([115]) are the equations of motion of an Hamiltonian
system with Hamiltonian

2
H@M:W®+%-

At the level of the generator this is all very clear:
L=Ly+ Lou,
where
Lp = pdq — 04V (q)0p (116)
is the Liouville operator of classical Hamiltonian mechanics and
Lovu = —p0y + 8;

is the generator of a O-U process in the p variable. By the point of view
of our formalism, the Hamiltonian dynamics (115 admits infinitely many
invariant measures, indeed

ﬁHf(H(qap)) =0 for every fa
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i.e. any function of the Hamiltonian is in the kernel of £*. So any integrable
and normalized function of the Hamiltonian is an invariant probability mea-
sure for . Adding the O-U process amounts to selecting one equilibrum,
indeed

Ker(Loy) = {functions that are constant in p},

so the kernel of £ is only made of constants.

To distinguish between the flat L? adjoint of an operator 7 and the
adjoint in the weighted L%, we shall denote the first by T and the latter
by T*. Notice now that the generator Ly of the Hamiltonian part of the
Langevin equation is antisymmetric both in L? and in L%. It is indeed
straightforward to see that

Lg=—-Ly.

Also, (Luf,9)p = —(f,Lug), for every f,g € L% ND(Ly):

(Luf,g)p = /R /R (pOqf — q0pf) gp dpdq

- /R /R fpOq(gp) dpdq + /R /R fa0y(gp) dpdq
:_[Réfp(aqg)p+44qf(8pg)p=—<f,EHg>p'

The generator of the O-U process is instead symmetric in 5?) and in partic-
ular
Loy =-T"T,

where
T =0, sothat T*=—-0,+p.

In conclusion, the generator of the Langevin equation decomposes into a
symmetric and antisymmetric part. Moreover, the antisymmetric part comes
from the Hamiltonian deterministic component of the dynamics, the sym-
metric part comes from the stochastic component.

Using Stone’s Theorem (see Appendix we also know that the semi-
group generated by Lp is norm-preserving, while it is easy to see that the
semigroup generated by Loy is dissipative, indeed

d
pr HetLOUhHi = 2<£0Uet£OUh, etlou h),

= —2(T*Thy, hy), = —2|yThtH§ <0,
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where we used the notation hy(z) = e*°Uh(z). In conclusion, so far we
have the following picture:

L= & — I\*}:
skew symmetric symmetric
3 2
deterministic stochastic
conservative dissipative
part of the dynamics part of the dynamics.

However it would be misleading to think that, for the Langevin equation,
decay to equilibrium happens only because of the effect of the dissipative
part of the dynamics. This would be true if the operators Loy and Ly
did commute, but they don’t, so more interesting phenomena take place in
the Langevin dynamics and exponential convergence to equilibrium happens
because of the interaction between the symmetric and the antisymmetric
part of the dynamics. But we are going a bit too fast, we are talking about
exponential convergence to equilibrium and we haven’t yet proved that such
a thing happens for the Langevin dynamics. Clearly we cannot use the same
technique that we have used for diffusions with symmetric generator. This
is precisely the issue that we would like to address in the remainder of this
section and that has been tackled in the book [77].

The hypocoercivity theory, subject of [77], is concerned with the problem
of exponential convergence to equilibrium for evolution equations of the form

O¢h + (A*A— B) h = 0[] (117)

where B is an antisymmetric operator EL We shall briefly present some of
the basic elements of the hypocoercivity theory and then see what are the
outcomes of such a technique when we apply it to the Langevin equation
(111).

We first introduce the necessary notation. Let H be a Hilbert space, real
and separable, ||-|| and (-, ) the norm and scalar product of H, respectively.
Let A and B be unbounded operators with domains D(A) and D(B) respec-
tively, and assume that B is antisymmetric, i.e. B* = —B, where * denotes

36 Generalizations to the form 8:h + ( ;r;l ATA; — B) h = 0 as well as further gen-
eralizations are presented in [77]. We refer the reader to such a monograph for these
cases.

3"Notice that, for less than regularity issues, any second order differential operator can
be written in this form.
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adjoint in H. We shall also assume that there exists a vector space S C H,
dense in H, where all the operations that we will perform involving A and
B are well defined.

Writing the involved operator in the form 7 = A*A — B has several
advantages. Some of them are purely computational. For example, for
operators of this form checking the contractivity of the semigroup associated
with the dynamics becomes trivial. Indeed, the antisymmetry of B
implies that

(Bz,x) = —(xz,Bz) for all z € D(B).

Therefore (Bz,z) = 0. This fact, together with (A*Az,z) = ||Az|? > 0,
immediately gives

10

- e Th||2 = —||AR||? < 0.
SR AR | I | Ah||

On the other hand, conceptually, the decomposition A*A — B is physically
meaningful as the symmetric part of the operator, A*A, corresponds to the
stochastic (dissipative) part of the dynamics, whereas the antisymmetric
part corresponds to the deterministic (conservative) component.

Definition 10.27. We say that an unbounded linear operator T on H is
relatively bounded with respect to the linear operators 11, ...,T, if the do-
main of T, D(T), is contained in the intersection ND(T};) and there exists
a constant o > 0 s.t.

Vhe D(T),  |[Thll < a([[Tyh]l + ... + [[Tuh]).

Definition 10.28 (Coercivity). Let T be an unbounded operator on a Hilbert
space H, denote its kernel by IC and assume there exists another Hilbert space
H continuously and densely embedded in K*. If | - |7 and (-,-)g are the
norm and scalar product on H, respectively, then the operator T is said to
be A-coercive on H if

(Th,h)g = A|B|%,,  ¥he KN D(T),
where D(T) is the domain of T in H.

Notice the parallel with ((105). Not surprisingly, the following Proposi-
tion gives an equivalent definition of coercivity.

Proposition 10.29. With the same notation as in Definition T is

A-coercive on H iff

e "th||z<e ™| hlly; VheH andt>0.
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Definition 10.30 (Hypocoercivity). With the same notation of Definition
assume T generates a continuous semigroup. Then T is said to be
A-hypocoercive on H if there exists a constant k > 0 such that

[Tl ne ™ [ by, VheHandtzo.  (113)

Remark 10.31. We remark that the only difference between Definition
[10.28] and Definition [I0.30] is in the constant x on the right hand side of
, when x > 1. Thanks to this constant, the notion of hypocoercivity is
invariant under a change of equivalent norm, as opposed to the definition of
coercivity which relies on the choice of the Hilbert norm. Hence the basic
idea employed in the proof of exponentially fast convergence to equilibrium
for degenerate diffusions generated by operators in the form , is to
appropriately construct a norm on H, equivalent to the existing one, and
such that in this norm the operator is coercive.

We will state in the following the basic theorem in the theory of hypocoercivity.
Generalizations can be found in [77].

Theorem 10.32. With the notation introduced so far, let T be an operator
of the form T = A*A — B, with B* = —B. Let K = KerT, define C :=
[A, B] and consider on K+ @ the norm

Rl = [IA]* + || AR]? + [ Ch|>.
Suppose the following holds:
1. A and A* commute with C;
2. [A, A*] is relatively bounded with respect to I and A;
3. [B, O] is relatively bounded with respect to A, A%, C and AC,

then there exists a scalar product ((-,-)) on H'/K defining a norm equivalent
to the H' norm such that

((h, Th)) > k(||AR|*> + |CR|?), Vhe H'/K, (119)
for some constant k > 0. If, in addition to the above assumptions, we have
A*A+ C*C is k — coercive for some k > 0,

then T is hypocoercive in H!/K: there exist constants ¢, A > 0 such that

le™  llgr jrcpir e < ce™.

380ne can prove that space K is the same irrespective of whether we consider the
scalar product (-,-) of H or the scalar product (-, )41 associated with the norm || - |[41.
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Comment. [ will not write a proof of this theorem but I will explain
how it works. The idea is the same that we have explained in Remark [10.31
Consider the norm

((h, 1)) := [IR]|* + all AR|[* + || Chl|* + 2b6(Ah, Ch),

where a,b and c are three strictly positive constants to be chosen. The
assumptions 1. , 2. and 3. are needed to ensure that this norm is equivalent
to the ! norm, i.e. that there exist constant ¢1,cs > 0 such that

cillbllzg < ((hs h)) < callhllper

If we can prove that 7 is coercive in this norm, then by Proposition [10.29)and
Remark [10.31] we have also shown exponential convergence to equilibrium
in the H! norm i.e. hypocoercivity. So the whole point is proving that

((Th, ) = K((h, h)),

for some K > 0. If 1. ,2. and 3. hold then (with a few lengthy but surprisingly
not at all complicated calculations) follows. From now on K > 0 will
denote a generic constant which might not be the same from line to line.
The coercivity of A*A 4+ C*C means that we can write

1 1
14R)Z +ICRI* = S(IARI* + ICR]?) + S (IARI* + [ChI[%)

1 K
> S (14R)* +ICR]*) + S |IA]1*
> KRl -
Combining this with , we obtain
((h, Th)) = k(|AR]* + |CRI?) = KAl > ((h, h)).

This concludes the proof. Another important observation is that, in practice,
the coercivity of A*A + C*C boils down to a Poincaré inequality. This will
be clear when we apply this machinery to the Langevin equation, see proof

of Theorem [10.35]

Remark 10.33. Let K be the kernel of 7 and notice that Ker(A*A) =
Ker(A) and K = Ker(A)NKer(B). Suppose KerA C KerB; then Kerl =
KerA. In this case the coercivity of 7 is equivalent to the coercivity of A*A.
So the case we are interested in is the case in which A*A is coercive and
T is not. In order for this to happen A*A and B cannot commute; if they
did, then e % = e t4"4e=tB_ Therefore, since e *# is norm preserving,
we would have |le”*4|| = || *4"4||. This is the intuitive reason to look at
commutators of the form [A, B].
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We can use Theorem to prove exponentially fast convergence to
equilibrium for the Langevin dynamics. We shall apply such a theorem
to the operator £ defined in on the space H = L%, where p is the
equilibrium distribution . (The space S can be taken to be the space
of Schwartz functions.) The operators A and B are then

A=0, and B =pd;—0,VO,,

so that
C:=[A,B]=AB—-BA=0,.

The kernel K of the operator £ is made of constants and in this case the
norm H'! will be the Sobolev norm of the weighted H'(p):

£ == 1F103 + 190125 + 10,5135

Let us first calculate the commutators needed to check the assumptions of

Theorem [10.32
[A,C] = [4*,C] =0, [A A" =1Id (120)
and
[B,C] = —/B-102V(q)3, . (121)
Lemma 10.34. Let V € C®(R). Suppose V(q) satisfies
02V < C(1+|9,V]), (122)

for some constant C > 0. Then, for all f € H'(p), there exists a constant
C > 0 such that

102V) O I3y < C (1132 + 1@V B )- (128)

Theorem 10.35. Let V' € C*®(R), satisfying (122)) and the assumptions
of Lemma [10.24. Then, there exist constants C, A > 0 such that for all
ho € H! (p),

e tEhy — /ho de < Ce Mol g () (124)
H'(p)

Proof. We will use Theorem [10.32] We need to check that conditions (i)
to (iv) of the theorem are satisfied. Conditions (i) and (ii) are satisfied,
due to (120). Having calculated (121]), condition (iii) requires 83V8p to
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be relatively bounded with respect to 0, 8}%, J, and 8§p. From Lemma
10.34] this is trivially true as soon as condition ({122]) holds. Now we turn to
condition (iv). Let us first write the operator £L = A*A + C*C:

L =pdy— 02+ 0,V — 02

In order for this operator to be coercive, it is sufficient for the Gibbs measure
pp(dpdq) = %B_H (@P)dpdg to satisfy a Poincare inequality. This probabil-
ity measure is the product of a Gaussian measure (in p) which satisfies a
Poincaré inequality, and of the probability measure e~V (9dg. It is sufficient,
therefore, to prove that e~V (9 dq satisfies a Poincaré inequality. This follows
from Lemma [[0.24] and Lemma [0.34l O
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11 Anomalous diffusion - - - STILL DRAFT

-

Figure 4: example of superdiffusive path.

Figure 5: example of subdiffusive path.

Anomalous diffusion processes are characterized by a mean square dis-
placement which, instead of growing linearly in time, grows like t*7, v >
0,~ # % When 0 < v < % the process is subdiffusive, when v > % it is
superdiffusive.

Diffusion phenomena can be described at the microscopic level by BM and
macroscopically by the heat equation, i.e. the parabolic problem associ-
ated with the Laplacian operator; the link between the two descriptions is,
roughly speaking, the fact that the fundamental solution to the diffusion
equation is the probability density associated with BM.

A similar picture can be obtained for anomalous diffusion. The main dif-
ference is that in nature a variety of anomalous diffusion phenomena can
be observed and the question is how to characterize them from both the
analytical and the statistical point of view. It has been shown that the
microscopical (probabilistic) approach can be understood in the context of
continuous time random walks (CTRW) and, in this framework, a process
is uniquely determined once the probability density to move at distance r
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in time ¢ is known ([?]- [LI], [?], [?] and references therein). The analytical
approach is based on the theory of fractional differentiation operators, where
the derivative can be fractional either in time or in space (see [?]-[?], [?] and
references therein).

For f(s) regular enough (e.g. f € C(0,t] with an integrable singularity
at s = 0), let us introduce the Riemann-Liouville fractional derivative,

_ 1 d/[f f(s) 1
DI(f):= F(27)dt/0 dsm, 0<y<3, (125)

and the Riemann-Liouville fractional integral,

I(f) = r(271—1)/0 ds(t_fsgw % <y <1, (126)

where I is the Euler Gamma function ([?]). Appendix ?? contains a moti-
vation for introducing such operators. For % < v < 1 let us also introduce
the fractional Laplacian A(), defined through its Fourier transform: if the
Laplacian corresponds, in Fourier space, to a multiplication by —k?, the
fractional Laplacian corresponds to a multiplication by — | k ]% and
can be defined in a more general way (see [?]), but to our purposes
the above definition is sufficient. Furthermore, notice that the operators in
(125)) and are fractional in time, whereas the fractional Laplacian is
fractional in space.
Let us now consider the function p7(t,x), solution to

1 d [t 0%p(s,x) 1
2 = =l \T "/ -
O (t, ) T2 dt /0 ds = when 0 < v < 5 (127)
7 (¢ m)—l/tdsw when = <y <1.  (128)
BT =0y 1) J, - s o ST

It has been shown (see [?, ?] and references therein) that such a kernel
is the asymptotic of the probability density of a CTRW run by a parti-
cle either moving at constant velocity between stopping points or instanta-
neously jumping between halt points, where it waits a random time before
jumping again. On the other hand, a classic result states that the Fourier
transform of the solution p?(¢,z) to

1 1
o (tw) = SADP (L), S <<, (129)

is, for v > %, the characteristic function of a (stable) process whose first

moment is divergent when v > 1 (see [?]); this justifies the choice % <y<l1
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in equation . Processes of this kind are particular CTRWs, the well
known Lévy flights; in this case large jumps are allowed with non negligible
probability and this results in the process having divergent second moment.
We will use the notation p7(¢,z) = p/(z) to indicate the solution to either
(127), (128) or (129), as in the proofs we use only the properties that these
kernels have in common.
The above described framework is analogous to the one of Einstein diffusion:
for subdiffusion and Riemann-type superdiffusion the statistical description
is given by CTRWs, whose (asymptotical) density is the fundamental so-
lution of the evolution equation associated with the operators of fractional
differentiation and integration, i.e. and , respectively (see Ap-
pendix B). For the Lévy-type superdiffusion, the statistical point of view is
given by Lévy flights, whose probability density evolves in time according to
the evolution equation associated with the fractional Laplacian, i.e.
(see [?]).

we want to show how the operators D] and I; naturally arise in the
context of anomalous diffusion and explain in some more detail the link
with CTRWs.
We want to determine an operator A s.t.

{ dpf (x) = Ap/(x)
pi (0) = do,

with p7(¢,x) enjoying the following three properties:

/ dzp](x) =1, / dzpl(z)x =0 e / dzp] (x) 2* ~ 27 (130)
R R R

(notice that for v = § we recover the diffusion equation with A = A). We
recall that f , f# and f denote the Fourier, the Laplace and the Fourier-
Laplace transform of the function f, respectively.

By ((130]), the following must hold
1

pr (k) =1— §ct27k2 +o(k*)  and

1 ck?

poo2u

where ¢; = %cF(Z*y + 1). In definitions 1) and 1) the constant c;
should appear; we just set it equal to 1 both for simplicity and not being

interested, in this context, in estimating the ”anomalous diffusion” constant.

1
(k) = L2y +1) = ;(1 — e k2,
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We can assume that the expression for 7 (u, k) is valid in the regime u=27k? <<
1. Actually, condition 3 is meant for an infinitely wide system and for
long times. In other words, if A is the region where the particle moves, we
claim that

{00 AR t2v

This means that we are interested in the case k << p. Of course one can in
principle find an infinite number of functions s.t. pY(u, k) = i(l — cye) for

€ = u~27k2. One possible choice is

1 _ 71 M’Y 1

Ak = L _
P k) p(1l 4+ cre) H p2 + (ak)? p+ak?ul=2

(131)

which leads to an integro-differential equation and, when v = %, it coincides
with the Fourier-Laplace transform of a Gaussian density.
We now find the operator whose fundamental solution is p7(u, k). We have

LOF (R (1) = =1+ 1" (1, k) = —erk2 =25 (1 ).

_ L,

Let p = 2y — 1 and ¢,(t) = XK then we need to distinguish two cases in
order to study the right hand side of the above equation:
when 0 < v < % one can easily check that

Ly * 07k, ) = 57 (k)

which implies that

1 (s k
P (1, k);ﬂ*ﬁ is the Laplace transform of m /0 dsm;

when % < 7 < 1, instead, a straightforward calculation shows that
LI0(Ppt1 % p" (K, -))] = p7 (k)™

so that

1 d [t 7 (s, k
7 (1, k)ulfﬁ is the Laplace transform of Wﬁ /0 dsm.
Finally, taking the inverse Fourier transform, we get that p7(t,z) satisfies
1} when 0 < v < % and 1D when % < v < 1. Moreover, the explicit
expression for p; (x) holds true: by (131)) we get that

-1 W
e Ve

|z

N,y( k) / d ik M’Y
k) = x et —
pH R 2\/c1
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hence 1 ,
o) = Lz vl

2/a
and now, by the inverse Laplace formula, we obtain (?7). Obviously, the
expression (?7) has been deduced after having chosen among all pos-
sible candidates for p? and this choice can now be justified in view of the
link with CTRWs.

P
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Appendices

A Miscellaneous facts

This appendix contains some miscellaneous material.

A.1  Why can we think of white noise as the derivative of
Brownian Motion

We said that ”white noise is the derivative of BM”, without justifying this
statement. We will give here a formal explanation. If ”white noise is the
derivative of BM” then in some sense

. Wi — Wy
2 — 1 2 .
& hli% h

By definition of BM, the process on the RHS of the above must be mean
zero and Gaussian, so let us check its covariance function:

o Wisn — Wi Weyp — Wy
h h

= Ll M AG TR — (R As—(s+h)AL—sAd]

h2
:{ [[(sAt)+h]—(tVs]A([sAt]+h)]/h? ifs#t
1/h ift=s
— {9 hZ -,

because if s < ¢t then t A (s + h) = s+ h as h gets smaller (analogous in the
case t < s).

A.2 Gronwall’s Lemma

e Differential Form. Let u(t) and a(t) be real valued differentiable
functions. If

then
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e Integral form: Let u(t),a(t) and b(t) be continuous real valued
functions on R4, with b(¢) nonnegative and a(t) non decreasing. If

u(t) < alt) + /t b(s)u(s)ds, for some ¢ <t,

then .
u(t) < a(t)ele be)ds

A.3 Kolmogorov’s Extension Theorem
A sequence yy of probability measures on (RY, B(RY)) is consistent if
pn+1((a1,01) x -+ x (an, by) X R) = pn((a1,b1) x -+ X (an, by)) -

We denote by RN the space of real sequences endowed with the o-algebra
RN generated by the cylinder sets, i.e. by sets of the form

Cag,. A = {w = (wo, w1, w2,...) € RY:w; € A;,i = 0,...,m},
m € N and A; = (a;,b;) CR.

Theorem A.1 (Kolmogorov’s Extension Theorem — countable version).
Let un be a consistent sequence of probability measures. Then there exists
a unique probability measure P on sequence space (RN,RN) such that

P(w = (wl,WQ, .. ) Twy € (ai,bi),z’ = 1, c.. ,N) = MN((al,bl)X- . ‘X(CLN,bN)).

The above Theorem still holds if instead of R we consider any Polish
space S endowed with a o-algebra S and let SV be the space of N-vectors
with components in S, endowed with the o-algebra S¥.

B Elements of Functional Analysis

Excellent references for the material of this appendix are the books [80, [64]
Let (X, - ||x) and (Y,]| - ||ly) be two Banach spaces.

Definition B.1. A linear operator A : X — Y is bounded if there exists a
constant M > 0 such that

|Az|ly < M||z|lx, foralxze X. (132)
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Notice that the constant M is independent on x € X. The space of bounded
linear operators A : X — Y is a vector space, denoted by B(X,Y), and it
can be endowed with the operator norm

[ Az|[y [ Az|ly

HAHB(X,Y) ‘= sup = )
#0 ]| x llzllx=1 ] x

where the second inequality in the above is a consequence of linearity. If
X =Y then we simply write B(X).

Recall the two following facts: 1. A linear operator A : X — Y is
bounded if and only if it is continuous; 2. [|A||g(x,y is the smallest constant
M such that holds.

When dealing with bounded opertors there is no need to specify their
domain. An unbounded operator L, on the contrary, is specified by its action
as well as by its domain. In other words, it is not correct to talk about ”the
unbounded operator L”, it is more precise to talk about the pair (L, D(L)),
where D(L) denotes the domain of L.

Definition B.2. An operator A : D(A) — Y is closed if
xn € D(A), xy > x, Az, >y — x €D(A) and Az =y.

A bounded linear operator A : X — Y (X and Y Banach spaces) is
closed; in general a closed operator will not be bounded. However if A is
closed and defined on the whole of X then it is also bounded.

Remember that given a normed space V', the (real) dual space of V,
denoted V*, is the space of bounded linear functionals on V, i.e. the space
of bounded linear maps T : V' — R. Such a space is a vector space and it
becomes a normed space when endowed with the operator norm.

We denote the duality relation by (-,-)y=y or, when there is no risk of
confusion, by simply (-, -) ; the duality relation is just the action of V* on V'
i.e. the action of T" on the elements of V. In other words, given the linear
functional T € V*, instead of writing T'(z) or Tz, for x € V, we will write
(T, z).

B.1 Adjoint operator

Definition B.3 (Adjoint of bounded operator). Let X andY be two Banach
spaces and A : X = Y a linear bounded operator. We say that A* : Y* — X*
1s the adjoint or dual of A if

<A1"7y>Y,Y* = <$,A*y>X7X*7 VJJ S X7y S Y*
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Remark B.4. In a Hilbert space setting the duality relation is just the
scalar product. Because the dual of a Hilbert space is the Hilbert space
itself, the above definition coincides, in the Hilbert case, with the one that
you will have already seen, which is: if H is a Hilbert space and A: H — H
is a bounded linear operator, A* : H — H is the adjoint operator of A if
(Az,y) = (z, A*y), for all z,y € H (where this time (-, -) is just the scalar
product in H).

If the operator is unbounded, the definition of adjoint is slightly more
involved.

Definition B.5 (Adjoint of unbounded operator). Let X and Y be Banach
spaces and A be an unbounded operator A: D(A) C X —» Y. Iflﬂ D(A) is
dense in X then for every y € Y* there exists a unique & € X* such that

(Az,y)yy- = (v, T)x x+, VxecD(A). (133)

Therefore we can define an operator A* : D(A*) C Y* — X* with T*y = %.
Such an operator will satisfy

(Az,y)yy- = (x, A"y)x x=, Vo € D(A).
The domain of A* is D(A*) :={y € Y*: 3% € X*satisfying (133)}.

Definition B.6 (Symmetric and self adjoint operators on Hilbert spaces).
Let H be a Hilbert space with scalar product (-,-).
e Let A: H— H be a bounded linear operator. A is self-adjoint if A = A*
i.e. if

(Ax,y) = (z, Ay), Vx,y € H.
e Let A: H — H be an unbounded operator on the Hilbert space H, and
suppose that the domain of A is dense in H. Then A is symmetric if D(A) C
D(A*) and Az = A*z for all x € D(A). Equivalently, it is symmetric if
(Az,y) = (z, Ay) for all x,y € D(A).
e Let A: H — H be an unbounded operator on the Hilbert space H, and
suppose that the domain of A is dense in H. A is self-adjoint if A = A*,
i.e. if it is symmetric and D(A) = D(A*).

Now one last definition that will be useful in Appendix

Definition B.7. A bounded linear operator U on a Hilbert space H is uni-
tary if Range(U) = H and U preserves the scalar product:

(Uz,Uy) = (x,y), forallxz,y € H. (134)

39This is actually an ”if and only if’
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Notice that for a bounded linear operator on a Hilbert space condition

(134) is equivalent (see [80]) to
|Uz| = ||z||, forallz,ye€ H.

One can also prove that a bounded linear operator on a Hilbert space is
unitary if anf only if U* = U1,

B.2 Strong, weak and weak-* convergence.

Let (V|| - ||) be a normed space and V* its dual (i.e. the space of bounded
linear operators 7' : V' — R), endowed with the operator norm.

i) A sequence z,, of elements of V' is said to converge (strongly) or in norm
tox eV if
lim ||z —x,|| =0.
n—oo

ii) A sequence x, of elements of V' is said to converge weakly to z € V if

lim Tz, =Tx forall T cV*.

n—o0

As we have observed, the space V* is a normed space itself, when endowed
with the operator norm. In this section we use the notation (V*, | - ||«).
Therefore in V* it makes sense to consider the two types of convergence
described above. However, when working on the dual space, we can also
define another type of convergence:

i) A sequence T,, of elements of V* is said to converge (strongly) or in norm
to T e V* if
lim [|T—T,| =0.
n—oo

ii) A sequence x, of elements of V' is said to converge weakly to z € V if

lim 771, =TT forall T € V*.

n—oo
iii) A sequence T), of elements of V* is said to converge weak-* to T € V* if

lim T,z =Tz, forallxzeV.
n—o0
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B.3 Groups of bounded operators and Stone’s Theorem

Definition B.8. A one parameter family of linear bounded operators over a
Banach space B, {Pi}tier, Pr: B — B for allt > 0, is a group of bounded
linear operators if

1. Py =1, where I denotes the identity on B;
2. Pt+s =PPs = Pspt, for all t,s € R.

If the map R 5t — Prf € B is continuous for all f € B, then the group
1s said to be strongly continuous. A strongly continuous group of bounded
linear operators is also called a Cy-group. The infinitesimal generator of the
group Py is the operator

o P f
Lf = lim ==, (135)
forall f € D(L) :={f € B : the limit on the RHs of (135|) exists in B}.

It is clear that if P, t € R, is a Cp-group then P, t € R, is a Cp-
semigroup generated by £ and P_¢, t € R, is a Cy-semigroup generated by
—L. If P, is invertible (as an operator) then the inverse is precisely P_;.

Theorem B.9 (Stone’s Theorem). L is the generator of a Cy group of
unitary operators on a Hilbert space if and only if 1A is self-adjoint.
B.4 Functional Inequalities in their basic form

These are the functional inequalities that you will have seen in a first course
on PDEs.

e Poincaré Inequality (in its most classic form) Let U be a bounded,
connected, open subset of R” with a C' boundary OU. Then for every
1<p<ocand fecWhr(U),

If = (HHvllze@) < CIV ey,

where (f)y denotes the average of f over U and C' is a constant de-
pending on n,p and U.
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C Laplace method

The Laplace method is a technique to determine the behaviour of integrals
of the form

/f e "M@/ edy,  as e — 0.

We assume that the functions f(z),h(x) : R — R are C* and that h(z)
admits a unique global minimum, which is attained at x = xy. In other
words there exists a unique xy € R such that

1. W(x0) =0 and h"(x¢) > 0;
2. h(zo) < h(z) for all x # xp.

Rewriting
6 —h(zo / f )—h(z) ]/€d$

and observing that

o[h(zo)—h(@)/e __, { 0 z +# 0

1 ==z,

it is clear that the main contribution to the value of the integral I(e) will
come from a neighbourhood of the point xg. So for some small § = d(e) > 0
we can write

I(E) — e_h(IO)/E/ f(x)e[h(xo)—h(m)}/e
R
CBO+§
~ eh(mo)/e/ F(a)elh@o)-hiz)/e
xro—9

zo+0
~ e/ f (g0 / (ko) —h(2)]/c
zo—0

~ e/ () / olh(@o)—h(z)]/e

R

zf(:co)/e_h(x)k.
R

In the above, when I write X = Y I mean that X is equal to Y plus terms
that go to zero as € — 0. The above formal calculation shows that

I(f) e—0
W — f(wo).
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Clearly all the above clculations are only formal, and in doing a rigorous
proof one should quantify all the ~. The Laplace method consists in using
an idea similar to the one described above, in order to find the behaviour of
I(€) to leading order (in €):

I(€) = eho)/e / F(a)elhe)—h@)/e gy
R
330+5
~ e/ (o) / o[ (o) (@—x0) /e ,[~h" (o) (z—0)?] /2¢
zo—0
zo+0
:eh(wo)/e]c(l,o)/ o[ (o) (@—0)2)/2¢ g

zo—0

~ e—h(IO)/Ef(xO) / e[—h”(:co)(w—;to)Q]/Qedl‘
R

—h(z0) /e 2 €
me f(xo)/me . V 20 () ™
o —h(xo)/e 2me
= e f(xo) 7}1”(:60).

So as € — 0,

2me

h//(l.o) ’

I(e) ~ e_h(mo)/ef(ffo) to leading order.
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12 A Few Exercises

Warning: all the Markov chains mentioned in this exercise sheet are time-
homogeneous Markov chain, unless otherwise stated.

1. Show that continuous functions are measurable.

2. Let {X,}, be a sequence of i.i.d taking values in the set {1,...,m}
and P(X; = k) = pg, where py, ..., py are positive numbers adding up
to one. Let us fix one value k € {1,...,m} and define

o1 X =k
7771 0 otherwise.

What can we say about S, = + 37 Y; ?
3. Let X,, be a sequence of i.i.d random variables with values in {0, 1}

and with P(X,, = 1) = p for some given p € [0,1]. Let S, =37 X.

Find an upper bound on
S,
P ( = p‘ > e) .

n
(I should have specified, not the trivial upper bound P (‘ % — p‘ > e) <1,
but an upper bound that depends on ).

4. Let b(t) be standard Brownian Motion. Set £(t) = e~tb(e?!). Prove
that & is a wide sense stationary process and find its autocorrelation
function.

5. Prove that if B(t) is a standard BM then W (t) = 1 B(c?t) is a standard
BM as well.

6. Consider the process Xy = Acos(nt + ¢) where A and n are two
random variables with arbitrary joint distribution while ¢ is uniformly
distributed on [0, 27) and independent of both A and n. Prove that if
A has finite first and second moment then X, is wide sense stationary.
All the above random variables are real valued. (If you want to make
it a bit harder, prove that it is strictly stationary.)

7. Bernoulli-Laplace model of diffusion. There are two urns, say
right and left, each of them containing m balls. Out of the 2m total
balls, b are black and 2m —b are white. We will assume b < m. At each
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10.
11.
12.

13.

time we take one ball from each urn and we exchange them. The state
of the system can be described, for example, by keeping track of the
number k of black balls in the left urn. Find the transition probability
of the Markov chain that describes the evolution of the number k.

Simple Random Walk. Let & be ii.d. random variables taking
values in {—1,1}. In particular P(§; = 1) = p and P(§; = —1) = 1 —p,
for all ¢ and for some 0 < p < 1. Let ®,, = > " | &. Find the transition
probabilities of the Markov chain ®,,.

Give an example of a set (and a chain) which is closed but not irre-
ducible and, viceversa, of a set that is irreducible but not closed.

Show that in the Ehrenfest chain all states are recurrent.

Prove Lemma [3.300

Let X, be a time-homogeneous MC on a finite state space S. Prove
that if the state space S is irreducible then there exists a unique sta-
tionary distribution w. Write an expression for 7.

Queue. As we have all experienced at least once, a queue is a line
where customers wait for services. Suppose that at most n people are
allowed in the queue, i.e. at each moment in time there can be at most
n people in the queue. Rules of the queue:

e If the queue has strictly less than n customers then with proba-
bility v a new customer joins the queue.

e [f the queue is not empty, then with probability A the head of the
line is served and leaves the queue.

From which we deduce that the queue remains unchanged

e with probability 1 — « if it is empty
e with probability 1 — X it is full (i.e. n people waiting)
e with probability 1 — v — X\ otherwise.
All other possibilities occur with zero probability. It should be now
clear that this situation ca be modelled using a time-homogeneous MC
with finite state space S = {0,1,...,n}.
(a) Write down the transition probabilities of the chain

(b) Prove that the chain has a unique stationary distribution.
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14.

15.

16.

17.

18.

(c¢) Find the stationary distribution 7 by solving the system of equa-

tions
> w(k)p(k, ) = 7(5)

keS

and then imposing the normalization condition.

Prove that for a transient (time-homogeneous) MC the limiting be-
haviour of the transition probabilities is p"(z,y) — 0.

Prove, as a consequence of Theorem that if ¢ is a recurrent state
then

1 — 1)

=3 .

n / p7(f1:,y) ]EyTy
J=1

Hint: use the bounded convergence theorem.

Consider a time-homogeneous Markov chain on a finite state space S
and let P = (p(,y))zyes be the transition matrix of the chain. The
transition matrix, and hence the chain, is said to be regular if there
exists a positive integer & > 0 such that p¥(x,y) > 0 for all z,y € S.
Clearly a regular Markov chain is irreducible. Consider a MC on a
finite state space S and prove the following: if for any = and y in S
there exists an integer n > 0 such that p™(z,y) > 0 and there exists
z € S such that p(z,z) > 0 then the chain is regular. (Notice that k
is independent of = and y whereas n = n(x,y) i.e. it depends on the
choice of = and y.)

Regular chains on finite state spaces are very important. Indeed if X,
is a regular chain on a finite state space then the chain has exactly one
stationary distribution, 7, and

lim p"(z,y) =n(y), forallzandyeS.

n—o0

Consider the setting and notation of Example[4.1] Use Exercise [16]and
the above statement to prove that if 7 is not the uniform distribution
on S then the chain with transition matrix P converges to .

Hint: show that there exist two states a,b € S such that ¢(a,b) > 0
and m(b) < m(a). Then look at p(a,a).

Show that the chain produced by Algorithm [4.6] satisfies the detailed

balance condition, i.e. it is w-reversible.
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19.

20.

21.

22.

23.

Consider the accept-reject method, Algorithm[4.4] Calculate the prob-
ability of acceptance of the sample Y ~ v at each iteration. Let N be
the number of iterations needed before successfully producing a sam-
ple from the distribution 7, i.e. the number of rejections before an
acceptance. Calculate P(N = n) for all n > 1 and the expected value
of N as a function of M.

Hint: N is a random variable with geometric distribution.

Write down the Metropolis-Hastings algorithm to simulate the normal
distribution A/ (0, 1) using a proposal which is uniformly distributed on
[0, 0], for an arbitrary 6 > 0. (As you can imagine, in computational
practice it is important to choose a good delta).

Let X; be a continuous time Markov process. If the process is not
time-homogeneous then the transition probabilities are functions of
four arguments:

p(s,w,t,A) : Ry x S xRy xS — [0, 1], 0<s<t,

with
p(s,w,t,A) =P(X; € Al X5 = w).

Any Markov process can be turned into a time-homogeneous one, if
we consider an extended state space: suppose X; with state space S
is not time-homogeneous and show that the process Y; = (¢, X;) with
state space R4 x S is instead time homogeneous (Hint: just calculate
the transition probabilities of ¥;).

Let &(t) be the process defined in Exercise 4 £(t) is called the sta-
tionary Ornstein-Uhlenbeck process (O-U process). £(t) is a Markov
process and the transition probabilities of such a process have a den-
sity. Show that

1 ly —we 0=
P& = yl&s = 2) = V27 (1 — e20-9) P {_2(1—6—2@—8)) '

Prove that if the coefficients b and o of an It6 SDE (satisfying the
conditions of the existence and uniqueness theorem) do not depend
on time, then the solution of the SDE is a time-homogeneous Markov
process.
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24.

25.

26.

27.

28.

29.

30.

Show, using the definition, that

t t
/deSZtWt—/Wsds.
0 0

Use the It6 formula to find the SDE (in the form (45)) satisfied by the
following processes

Vi=24+t+e" and Z, = W2+ B,
where W; and B; are two independent one dimensional Brownians.
Calculate .
/ W2dWw,.
0
Consider the OU process
dXt = —bXt + O'th, with b, o> 0.

Suppose Xo ~ N(0, ‘;—Z) Calculate the autocovariance function of
|2

X;. Write the equation satisfied by |X;|” and hence the equation for
E |X¢|?. Using Gronwall’s Lemma estimate E | X,|*>. Now suppose X
is deterministic and calculate the covariance function of X;.

Consider the geometric BM of Example Assuming that the initial
datum Xy is independent of W3, calculate the expected value of Xj.

Verify that (X1(t), Xa(t)) = (t, €' B;) solves

dX, = dt
dXs = Xy dt + e dB;

and that (X;(t), X2(t)) = (cosh By, ,sinh By) solves
1
dX, = §X1dt + XodBy
1
dXs = ngdt + X1d By

where in all the above B; is a one dimensional standard BM.

In this exercise I will not be very precise in defining the types of
convergence involved, so I do not expect you to be rigorous in the
solution, as far as the type of convergence is concerned. Consider a
sequence of stochastic processes £¥(t) such that
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(a) for each k € N, & is a Gaussian process with E&*(t) = 0 and
E(&FeF) = o%(t — s), where 0¥ is a sequence of smooth functions
that converge to the Dirac delta, 0¥ — &y as k — o00;

(b) for each k € N, the paths t — &F are smooth for all w. The
sequence of processes £f constitutes a smooth approximation to
white noise &, i.e. in some sense £ — & as k — oo.

Now look at the It6 equation , namely
dX; =dt) X dt + f(t) X dWy, X (0) = Xo, (136)
the solution of which we have found to be given by equation .
e Consider the Stratonovich equation
dX; = d(t) Xy dt + f(t) X, 0 dW;, X(0) = Xo, (137)
and solve it (in order to do so you can first transform it in It

form and then use one of the presented methods of solution).

e Now look at the equation
XF=dt)XFdt + f)XFeF, X%0)=Xo,keN  (138)

This is equation ((136)), when we replace white noise with the
smooth approximants. Therefore, for each &k € N and for each w,
this is a simple ODE. Solve it.

e The solution of (I38) contains the integral I*(t) = fot f(s)Ex(s).
Observe that I¥(t) is Gaussian with mean zero. Calculate E(IFIF).
With a formal calculation (assume that you can exchange limit
and integral) show that E(IfI¥) — E(I;Is), where I; is the Ito
integral I; = fot f(s)dWs.

e Deduce that the solution of ((138) converges to the solution of

137)) (better, to a process which has the same distributions as
137)).

31. Let P; be a Cy-semigroup on a Banach space 8. Show that there exist
constants w > 0 and M > 1 such that

1Pyl gy < Me" .

Hint: 1. Assume the following statement: if P; is a Cy-semigroup then
there exists tg > 0 such that ||P||pws) < M for all 0 <t <.

2. Observe that M > 1 (why?)

3. Set w := (log M) /to.
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32.

33.

34.

35.

36.

37.

38.

Let P; be the semigroup defined in Example [9.3] Find the generator
of P, in the space Cp(€2).

Find the generator of the semigroup

o fle+t) i z4t<1
th(x)_{o if z4t>1

defined on the space C[0, 1].

Show that the semigrop P; associated to a time-homogeneous Markov
process is a contraction semigroup in L, i.e. | Piflloo < ||f|loo-

Let X; be a real valued wide sense stationary process and denote by
C(t,s) = O(t—s) = E(X;Xs) — pu?, u:= E(X) its covariance function.
Assume that C(t) € LY(R,), i.e. fR+ C(s)ds < oo. Show that the
process is ergodic in the following sense:

2
=0.

1 /7
lim E|= | Xgds—
Jim Bz [ eds =
Transform the following Stratonovich SDEs into It6 SDEs or viceversa.

o Xy =Xo+ [y X2ds + [ cos(X;) o dW,
° dXt = smh(Xt)dt + t2 o th
[ ] dXt - Xtdt + 3Xtth
Prove Lemma Hint: Under the assumptions of Lemma
t+6 t
lim Ef(s, Xs)ds = lim Ef(s, Xs)ds = f(t,x),
where X, is the solution of

dX, = blu, X))du + o(u, X,,))dW,, X;==x.

Use this hint to prove the lemma. If you want to prove also the state-
ment of the hint then you can use the same kind of arguments that we
used in the proof of Theorem [10.4

Prove that (106)) = (105]) (work with mean zero functions).
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39.

40.

41.

42.

43.

Consider the process X; € R? satisfying
dX; = —VV(X;)dt + v/2dW;

where W; is d-dimensional standard Brownian motion. Show that the
measure p with density p(z) = e=V® /Z (here Z is a normalizing
constant) is the only invariant measure for X;. Let v : R — R? be a
smooth vector valued function, v(z) = (v'(z))i=1,. 4. Show that the
invariant measure of the process

dX} = —(v(X}) + VV(X}))dt + V2dW,

is still p if and only if
V- (Up) =0,

where V- denotes divergence.

Let P; be a semigroup of bounded operators on a Banach space B.
Show that the condition

ltif{)lpt“ =u forallueB (139)

is equivalent to the map Ry > ¢t — Pyu being continuous for every
fixed v € 8.

Prove the following:

(a) Let A be a densely defined operator on a Hilbert space. Then iA
is self adjoint iff A is skew adjoint.

(b) If A is the generator of a Cy group of unitary operators on a
Hilbert space then iA is self adjoint.

Use the antisymmetry (in Lg) of the operator Ly defined in (116) to
prove that the semigroup generated by Ly is norm preserving.

Consider the one dimensional process
dXy = —XZ2dt + odW;, o> 0.

(a) Recognize that this equation is of the form (101)), for an appro-
priate function V' (z). Write V' (z) (you may assume V' (0) = 0).

(b) Write the generator £ of the process and its invariant density
p(i.e. the density of the invariant measure).
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(c) Check that £ is symmetric in L.
44. Consider the following one dimensional SDEs:
dXt = —Xtdt + O'th, dY;f = T'Y'tdt + QdBt

where o and r are a strictly positive real numbers and W; and B; are
one dimensional independent standard Brownian motions. Write the
equation satisfied by

(a) Zt = XtY;g,
(b) g(X3,Y;), where g is a twice differentiable function g(z,y) : R? —
R;

(c) Vi == X}Y;.

45. Let P be a Markov semigroup on a Banach space of real valued func-
tions, £ the generator of the semigroup and p a reversible measure
(on R, and admitting density with respect to the Lebesgue measure)
satisfying the spectral gap inequality with constant . Let U(x) be a
bounded (above and below) and measurable function on R and define
a new measure v with density

v(w) = e Up(a),
Z
where Z is the normalizing constant. Notice that, due to the bound-
edness of U, if f € Li then f € L2 as well (same for integrability) and
also the other way around.

(a) Prove that for any constant a € R,

/ﬂg(f—/Rfdv>2dv</R(f—a)2dv,

and for any f € L2.

(b) Prove that v satisfies a spectral gap inequality with constant

ae205¢U) where Osc(U) = supU — inf U. Hint: use the fact
that for any Borel set A C R,
e_OSC(U),u(A) < I/(A) < eOSC(U)M(A) _

46. Solve the following SDEs
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o dY; = rdt + aY;dB; with initial condition Y (0) = Yp;
o dX; = —X,dt + e~tdB; with initial condition X (0) = X;

o dX; = 2Xydt + 4X:dB; with Xg = 3. For this last equation,
calculate also E(X};) (you can use the method explained in the
solution of Exercise .
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13

Solutions

Some of the following solutions are a bit sketchy.

1.

2.

By definition, the preimage of an open set is an open set.

The r.v. Yj are i.i.d (because they are measurable functions of the
X;’s) and integrable. Therefore

Sp “5 E(Y1) = E(1(x,—k)) = P(X1 = k) = py.

EX, =p and Var(X,) = p(1 —p) < 1/4. Therefore E(S,,/n) = p and
Var(S,/n) =p(1 —p)/n < 1/(4n). Using Chebyshev’s inequality, the
probability that we wanted to estimate is bounded above by 1/(4ne?).

. Clearly, E(¢(t)) = 0. As for the autocovariance function, suppose

t > s. Then
E(£(8)€(s)) = E(e h(e?)e™5b(e?®)) = e~ (tF9) 28 = =(t=9)

having used the fact that E(b(t)b(s)) = t A s. Hence for any ¢,s > 0
we have E(£(t)E(s)) = eIl

We need to check that the definition of Example is satisfied by
W (t). i) is trivial. W (t) — W (s) = (B(c*t) — B(c?s))/c is Gaussian as
it is the sum of Gaussians. It is mean zero and, assuming s < ¢, its
variance is

E(W(t) — W(s))? = E[(B(c*t) — B(c?s)) /]
1
= C—Q[IEB(CQt) + EB(c?s) — 2EB(c*t) B(c?s)]
1
- g(CQt +c?s —2%s) =t —s.

As for iii), it follows after observing that if (a,b) doesn’t overlap (d, e)
then the same holds for (c2a,c?b) and (c2d, c?e).

First

E(Acos(nt + ¢)) = E(Acos(nt) cos ) — E(Asin(nt) sin ¢)
= E(Acos(nt))E(cos p) — E(Asin(nt))E(sin ¢).

Since E(cosg) = %foﬁ coszdz = 0 and analogously E(siny) = 0
we have that EX; = 0 if E(Acos(nt)) < oo and E(Asin(nt)) < oo.
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To check that this is the case, recalling that for the joint probability
density of A and n we have fa,(7,y) = f,a(y|z)fa(x), we can write

E(Acos(nt)) = //:Ucos(yt)fAm(x,y)d:L‘dy
< [ 12l yatolo) fa(e)dady
— [1el ta@yds [ fiawle)dy = [ 1ol faa)da,

where in the last step we used [ fnja(ylz)dy = 1 for all x. Therefore
E(Acos(nt)) < oo if A has finite first moment and the same thing can
be checked for E(Asin(nt)). In the same way,

E(X:X,) = E(A? cos(nt + ¢) cos(ns + ¢))
1
= iE(AQ cos(n(t + s) + 2¢) + A% cosn(t — s)).
With steps analogous to what we have done before one can check that

E(AZ% cos(n(t+ s) +2¢)) = 0 if A has finite second moment. Therefore
E(X;X,) = E(A%cosn(t — s)) and hence it is a function of ¢ — s only.

. If w; is the number of white balls in the left urn, and similarly for
wy, by = k and b,, the transition probabilities are as follows:

by —k b—k
ko k1) = o Mok bk
m

m m m
bpw, k —-b+k
plhk—1) = 220 2 0T
mm m m
b; by r  k b—k —km—-b+k
plhjy = 220 BB 2 OZ 8 MR oY
mm mm m m m m

.p(,k) =pifk=j+4+1and p(j,k) =1—pif k = j — 1. Otherwise
p(4,k) = 0.

. Suppose we have a two-state chain, i.e. S = {a,b}, with
o1
P=lo 1|

Then S is closed but not irreducible because there is no way of going
from b to a. Notice that the state b is recurrent, in particular it is

152



10.

11.

12.

absorbent.
Now let S = {1,2,3} and define

0 1 0
p=|05 0 05
0 0 1

Then the set A = {1,2} is irreducible but not closed as 2 € A and
p23>0but3¢A.

Because we have only N + 1 possible states, this is easily done by
drawing the chain

02122232 .. 2N

The state space S is finite, closed and irreducible, therefore every
state is recurrent. If you didn’t want to sketch the graph of the chain,
you could have observed that, from the definition of the transition
probabilities, every state communicates with each of its two nearest
neighbours (except 0 and NV, that communicate only with 1 and N —1,
respectively). Therefore S is (finite) closed and irreducible. If you
really want to complicate your life you could do it by induction on V.

If 7 is a stationary distribution then
> w )"y, z) = m(x).
y

Taking sums over n on both sides we get

Y () = o

” 1— pra

However py, <1, so

§ : Pyzx 1 Z 1
o0 = e < e = y
" (y) 1- Pxx —1- Pxx Y <y) 1- Pzxx

so it has to be py, = 1.

S is finite and irreducible. If the whole state space S is irreducible,
then it is also closed - this is not true for subsets of S, as we have
seen in Exercise [Ql Therefore all the states are recurrent. Therefore
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13.

14.

stationary distributions are constant multiples of each others. Being
the chain recurrent, we also know that p,(y) = Z:“”;Olp”(x,y) is a
stationary measure. However, due to the finiteness of S, Zy pa(y) <
oo. Therefore m(y) = pa(y)/ >, #(y) (which does not depend on the

choice of z, why?).
(a) Transition probabilities

pkk+1)=~ if k<n
plk,k—1)=X if k>0,

and also

1—7 if k=0

plk,k)=< 1—X if k=n

l—y—X f1<k<n-1.
Otherwise p(j, k) = 0.
(b) Sketching a graph of the chain shows immediately that all the
states communicate with each other, so the chain is closed and irre-
ducible, which on a finite state space implies that the chain has only
one stationary measure.
(c) Expanding the system of equations gives

m(0) = (1 =) m(0) + Ax(1)
m(k)=ym(k—1)+Q-X—v)n(k) +An(k+1) 1<k<n-1
m(n) =ymn—1+ (1 =) 7(n).

This system has clearly infinitely many solutions (all multiples of

each others) so we use 7(0) as a parameter. A solution is 7(k) =
7(0) (7/A)*. Now impose the normalization condition and get

(/N
k) = S G

If y is transient then ann(x,y) < 00 = p(z,y) — 0.
>, p"(z,y) < co because

3 (e, y) = EN(y) = 2 < 0o,
— L = pyy
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15.

16.

17.

18.

0 < N(y)/n < 1 so you can use the bounded convergence theorem
which gives

Ny (y) 1
E,. " - EyTyl(Ty<oo)' — 0
and hence also
Ny (y) 1
E, E,|—1 o) | -
n - [EyTy (Ty< )]

Let M = maxg yes n(z,w), then for any x,y € S we have

pM(@,y) = p" " (@,2) - plz,2) - p(z,2) PPV (z,y) > 0.

2M —n(z,2)—n(z,y) times

So k = 2M is the integer we were after. In the above we need to
consider k = 2M instead of just M to make sure that k — n(x,z) —
n(z,y) > 0.

We want to prove that the chain with transition matrix P is regular.
To this end we will show that the sufficient conditions of Exercise [16]
are satisfied (unless z — 7(x) is constant i.e. unless 7 is the uniform
distribution). Recall that @ is irreducible hence P is irreducible as
well, therefore it is true that for all z,y there exists n = n(z,y) > 0
such that pn(®v) (x,y) > 0. Therefore we only need to find a state
a € S such that p(a,a) > 0. Let M be the set M ={z € S : 7(x) =
maxyes m(y)}. Because @ is irreducible there exist a € M and b € M¢
such that g(a,b) > 0 and clearly by construction m(a) > w(b). Notice
also that from the definition of P, p(x,y) < q(z,y) for all z # y. Then

p(a, a) =1- Zp(aa l‘) =1- Z p(a, :E) —p(a, b)

T#a r#a,b

>1- Y q(a,z) - g(a,b)m(b) /m(a)
r#a,b

=1-> g(a,z)+q(a,b) [1 - w(b)/m(a)]
T#a

= q(a,a) + q(a,b) [1 = 7(b)/m(a)] = ¢(a,b) [1 = =(b)/7(a)] > 0.

The transition kernel of the chain produced with the M-H algorithm
can be written as

) = aleg)ate,n) +5.0) [ (1= ale. )i w)dw,
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19.

20.

21.

22.

The detailed balance condition for p and 7 reads 7 (x)p(z,y) = 7(y)p(y, x)
and is hence satisfied if and only if 7(x)q(z, y)a(z,y) = 7(y)q(y, z)a(y, x).
Setting p(z,y) = m(z)q(x,y), what we want to show is that u(x, y)a(x,y) =
w(y, x)a(y, x). The latter equality is easily verified:

w(z, y)a(z,y) = p(w,y) min{1, u(y, ©)/pw(z,y)} = min{u(z, y), u(y, =)}
= min{1, pu(z, y)/py, 2) bu(y, ©) = a(y, 2)u(y, ).

The probability of acceptance is a = P(U < 7(Y')/Mv(Y')), which can
be calculated by using the law of total probability:

P(U < n(Y)/Mu(Y)) = /R P(U < 7(Y)/Mu(Y)]Y = y) v(y) dy

_ [ 7y _

having used the fact that « is a probability density function. The
random variable N is geometrically distributed, with probability of
success at each trial equal to a. Then P(N = n) = (1 —a)" la and
E(N)=1/a= M.

This is a M-H algorithm with acceptance probability a(z,y) = min{exp|[(z2—
y?)/2],1} and proposal kernel q(z,-) ~ U(z — §,x + 6).

Recall the the measure P on sequence space obtained via the extension
theorem is

Plw:w;€A;,i=0,...,N)=P(Xp € Ay,..., XN € Ap),

where P is the probability measure on the space €2 where the sequence
X,, is defined and the A;’s. are Borel sets of R. Let us show the
claim for the simplest cylinder set: let C' = {w € RN . € A}. Then
¢ 1(C) = {w e RY : w; € A}. Therefore

stationarity P

P(C) =P(X, € A) (X1 € A) = P(p1(0)).
Now you can detail the proof for every set in RY.

Let x = (s,y) € R x Sand B = C x A € B(Ry) xS. Then the
transition function of the process (¢, X;) is simply

Qt(x,B) :P(SayﬂH' SaA)lc(t+ S) .

I suppose you will need to give this a thought.
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23.

24.

25.

Sketch: using the properties of Brownian motion,

P& < ylés = 2) = P(e”' W (e*) < yle*W(e®) = z)
= P(W () < ely|W (e**) = e°x)

/ety 1 z — xe’ d
= _—  exXpl —————— ¢ dz.
oo /27 (% — €%5) p 2(e2t — 25)

Now use a change of variables and conclude by observing that

P(&, = ylé, = @) = fym < ylé, = ).

The Markovianity is a consequence of Theorem [8.13] so we only need
to prove time-homogeneity, which means that we need to prove that

P(X, € B|Xo=2) =P(Xy41 € B|X, =), VBeS, z€5,t>0.

Denote by X%*(u + t) the solution of the equation

t+u t+u
B(t + u) :x—i-/t b(B(s))der/t o (B(s))dW, (140)

and by X*(u) the solution of the equation

Blu) =z + /0 " b(B(s))ds + /0 B, (141)

What we want to prove is that X®(u + t) has the same distribution
as X®%(u). To this end, notice that if W, is a standard BM then
Wisy — Wy is a standard BM as well (check), i.e. W, = Wity — Wy
has the same distribution as W,. With this in mind, a simple change
of variable concludes the proof. Indeed, the RHS of can be

rewritten as
Bt +u)=x+ /u b(B(v+1t))dv+ /ua(ﬁ(v +1)dWity -
0 0

At this point, because W and W have the same distribution, and the
above is nothing but (141)), when we replace W with W, it is clear by
the uniqueness of the solution that (¢ + u) has the same distribution
as B(u), which is, X%!(u + t) has the same distribution as X%%(u).

Use sj(AW;) = A(sjWs,) — W,

Sj+1

ASJ'.
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26.

27.

28.

Apply It6 formula with g(t,z) =2+t + e® and get
1
dy, = (1+ 5eWt)dt + eVeaw; .

For Z; instead you get

dZ; = 2dt + 2BdB + 2WdW .

For example by integration by parts: set X; = W2, Xy = W. Applying
It6 ’s rule we have d(W?) = 2WdW + dt and using the multiplication
table d(W?2)dW = 2Wdt. Therefore

t t t t
/Wde:Wf—/ 2W2dW—/ st—/ oWds,
0 0 0 0

so that readjusting

t 3 t
/WQdW:Wt—/ Wds .
0 3 0

Before giving the solution I would like to Remark that we will show
that A(0,02/2b) is the stationary measure of the O-U process. Now
the solution: from Example we know that if EXy = 0 then also
E(X:) = 0 for all ¢ > 0. Therefore Cov(Xy, X5) = E(X:X;). To
calculate E(X;X;) we use Theorem

E(X:X,) = e*b(tJrS)Ui2 1 g2eb(t+s) /S o2bu gy, — Ujefb(t,s) '
2b 0 2

Using the It6 formula, we have

A(1X*) = 2X,d X, + ot
= —2bX7dt + 20 X, dW;odt,

so that . .
X2 =X3 - / 20X 2ds + 2 / o X dW, + o?t.
0 0

Taking expectation on both sides we get

t
EX? = EX? — / 2b(EX?)ds + o*t.
0
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You could solve the above equation, which in differential form is
@ = —2bu + o, having set u(t) = EX?,

so that u(t) = e 2tu(0) + [fe=26(t=9)52ds. But if you only need an
0

estimate you can apply Gronwall’s Lemma and get

EX? < (EXZ + o2 t)e 2,

29. Clearly, EX; = E(Xp)exp(™"/2tE(e"W). So we need to calculate
E(e"™t). Set Y; = e?Wt. Using ***It6 formula,

1
dY; = oY, dW; + 5021/,5 dt
so that
t 1 t
Yt:Yo+/ astWs+2/ o%Y,ds.
0 0

Taking expectation,

t 1 t
IEYt:IEJYO+IE</ JY;dWS>+2/02EY;ds.
0 0

You can check that Theorem [8.4] can be applied to the second addend
on the RHS of the above equation, so that E (fg oYy dWs) = 0. This
means that EY; satisfies the ODE

a(t) = éaQU(t), w(0) =1,

hence EY; = exp (0%t/2). To conclude, EX; = E(Xg)e" .

30. Just a straightforward application of the It6 chain rule for two-dimensional
SDEs, with ¢ : R x R? — R2.

31. Step by step.

e Using the conversion formula, ((137)) is equivalent to the It6 equation
- 1 -
dX; = [d(t) +3 fQ(t)] Xydt + f(t) X dWs.

The solution to such an equation can be found by using Example

8.12l and it is .
X, = Xgelo d)ds+[g ()W

(which is not the same as (67))).
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32.

33.

34.
35.

e (|138) is a simple ODE, for each fixed w, so

X (1) = Xgelo d)ds+[g f(9)€5(s)

e ¢¥is mean zero and Gaussian and f(s) is deterministic, so f(s)&"
is Gaussian and IF is too; therefore Itk can only converge to a
Gaussian process. Assuming we can exchange limit and integral,
because If is mean zero, also the limiting process has mean zero.
As for the covariance function:

lim E(IF1%) = Jlim E / / fu) fv)ekek

k—o0
= lim / / F ) f (w)Egke:
/ / f(u hm o (u — ) :/OtAsdqu(u)du

Therefore IF converges to a Gaussian process which has the same
mean and covariance as I;. This means that X} converges to a
process which has the same distributions as Xj.

M > 1 because [|[Po|pw) = 1. Now any t € Ry can be written
as t = ntg + r where 0 < r < ty. Therefore, using the semigroup
property, we have

1Pl Bew)y = | Pato Prll By = 1Pl Prll By < M™M < MMt = Meot .

By the definition of generator,

) P _ ) —mt_l 1— —mt
i POV iy €2 )+ =0 [ ra
:—mf(m)—i—m/fdu.

Using the definition of generator we find Lf = f/(z).

Simply, if f € B,, the

sup [ o) < 1o [ o) = 17
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36. Notice that the covariance function is a symmetric function, i.e. C(t,s) =

C(s,t). Therefore
1 T T 1 T
IE‘T/O X(s)ds—u E‘/ Xds| + p? —2T/ p2ds

= — dt/ dsC(t, s)

try 2 t
Symmetty / dt / dsC(t cons —0 asT — oo.

2

37. The first becomes X; = Xg—i—fo (X2— 3 sin X cos X ds—i—f[;e cos X dW.
The second remains unaltered as the diffusion coefficient does not de-
pend on x. The It6 form of the last one is dX; = —%Xtdt + 3X dW;.

38. Let Xy, u >t — ¢ be the solution of . Using It6 formula we have

0 0
6—£(Xu)b(u, Xy)du + %(Xu)a(u, Xy)dWy,

0 f
Ox?
Integrating both sides and taking expectation:

[E(f(X1) = f(x)] = %]E . gi:

1 to%f
. ) ZJ
+ 25 t—§ 81‘2

df(Xu) =

+ =5 (Xu)o? (u, Xy)du .

(Xu)b(u, Xy)du

Sl

(X,)o% (u, Xy)du.

Now just let & — 0 and use the hint.

[ saw< e [ fan
R R

then the function t — e?** [, f2dp is decreasing. This means that

d 2at 2
— « < 0.
dt [e /thdu]_o

The above inequality, calculated in ¢ = 0, gives the spectral gap in-
equality.

39. If
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40.

41.

42.

43.

44.

After you write the generator of the process X/,

d d
; v\ o
Lo :‘Z<” (@*axi) FERPILAL
=1

=1

all the calculations are completely analogous to all you have seen in
one dimension.

We use Exercise Assuming (139)), if ¢, A > 0 then by the semigroup
property

by assumption
1Prents = Pull < [|Pel[Prhu — ul| < Ce®|[Phu—ul| > BP0,

as h — 0. Now do the same thing for ||P;_p — P¢||, t > h > 0. The
converse implication is obvious.

We will use Hille-Yosida Theorem.
(a) If 1A is self-adjoint then (D(A) = D(A*) and) (iA)* = iA which
implies —iA* = iA = A = —A*. The reverse implication is
analogous.

(b) If A is the generator of a group of unitary operators then in
particular it is densely defined and closed so, using the previous
step, showing that A is skew symmetric will do. To this end, for
all z € D(A),

A g 2 Utr -
tl0 t an) t

Ly is antisymmetric in L%, SO
<h7 ‘CHh)P = <h’ £H>P = 7<ha ‘CH>P
hence (h, Lgh), = 0. Using this fact
d
SR 2 = 2{h, Lyhi), = 0.

The potential is V(x) = 23/3, the generator is

2
ﬁ:—ﬁ@+%ﬁ.

243
The density of the invariant measure is p(z) = e 302 /Z, where Z is a
normalization constant. To show the symmetry, see Example at
the beginning of Section [10.3
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45. Using the product rule in (a) and the multidimensional It6 formula in
(b) and (c), we have

(a) d(X1Y:) = XidY: + YidX — t + dXdY;. However dXdY; = 0 in
this case so

A(X,Y;) = rX,Ydt — Y, Xydt + 2X,dB, + oY, dW; .

(b) Using dX;dY; = 0, dX;dX; = odt and dY;dY; = 4dt, we have

0 0

2 92 2

o (9 8

dg(Xtayvt) (Xt,Y;t)dXt + =

(¢) Use the result of (b) and apply them to the function g(x,y) = 2%y

to obtain
d(X1)2X:Y:d Xy + XPdY; + 0?Yqdt .

46. All the inequalities I will write are assumed to hold for f € L2 N'D(L)
(even though for (a) one can just consider functions in L2. )

(a) Just consider the function

H(a) = /R (f —a)®dv.

Calculate the derivative of H(a) with respect to a:

CZLH(a):—2/R(f—a)dV:0 = a:/fdz/.

d2
e
(b) Using the hint and the result of point (a), one gets

/R<f—/Rfdu> dug/( /fdﬂ> dv 2
< 0l /R (f— /R fdu) dy

eOsc(U)
<_£f7 f>ll«

e20sc(U)

Moreover <= H(a) = 1 so this is a minimum.

IN

IN

<_£f7 f>u7

which concludes the proof.
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47. Results:

e Y, = Yyexp(aB; — 1a2t) + rf(f expla(B; — Bs) — 3a%(t — s)]ds.
o X; =etXg+ e !By assuming By = 0.
o X; = 3exp[—6t + 4B;] and E(X;) = 3e*.
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