
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

SIAM J. MATH. ANAL. c© 2008 Society for Industrial and Applied Mathematics
Vol. 40, No. 1, pp. 215–237

DERIVATION OF A MACROSCOPIC RECEPTOR-BASED MODEL
USING HOMOGENIZATION TECHNIQUES∗
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Abstract. We study the problem of diffusive transport of biomolecules in the intercellular space,
modeled as porous medium, and of their binding to the receptors located on the surface membranes
of the cells. Cells are distributed periodically in a bounded domain. To describe this process we
introduce a reaction-diffusion equation coupled with nonlinear ordinary differential equations on the
boundary. We prove existence and uniqueness of the solution of this problem. We consider the
limit, when the number of cells tends to infinity and at the same time their size tends to zero,
while the volume fraction of the cells remains fixed. Using the homogenization technique of two-
scale convergence, we show that the sequence of solutions of the original problem converges to the
solution of the so-called macroscopic problem. To show the convergence of the nonlinear terms on
the surfaces we use the unfolding method (periodic modulation). We discuss applicability of the
result to mathematical description of membrane receptors of biological cells and compare the derived
model with those previously considered.
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1. Introduction. Regulatory and signaling molecules (ligands) act by binding
and activating receptor molecules. Receptors are usually located in the cell membrane,
with some exceptions such as lipophilic ligands, which are located in the cytoplasm
[24, 33, 34]. Some receptors interact with surface-bound ligands, such as adhesion
proteins and extracellular matrix components. Other receptors bind soluble ligands,
such as growth factors and cytokines. There are also many ligands which are present
in both forms. As an example, antibodies, which are secreted by B cells as soluble
molecules, become surface-bound ligands for the Fc receptors upon binding to antigens
deposited on the surface [25].

Soluble molecules which are secreted to the intercellular space and transported
via diffusion provide cell-to-cell communication, which results in the activation of
processes in cells at a distance from the original signal. This happens, for example, in
the case of the bystander effect. There is strong evidence that unirradiated bystander
cells respond to signals emitted by irradiated cells [28]. In another case, the interplay
between the spatial transport of virons and interferons results in the formation of
patterns of infected and resistant cells [10]. Intercellular signaling can also lead to
the formation of spatially nonhomogeneous structures, which is especially evident in
developmental processes [33, 34]. The effects of the spatial transport of the soluble
molecules are even visible in experiments in which only spatial averages are measured
in order to understand the time dynamics of a signaling pathway. There is evidence
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that different mixing conditions strongly influence quantitative and also qualitative
results of such experiments [17]. Therefore, there arises a need to explain how the
intercellular transport of the molecules should be described on the macroscopic level.

Models proposed so far are mainly phenomenological and describe all the processes
on the macroscale level represented by a two- or three-dimensional sheet of cells [29,
30, 31, 32, 42, 46]. However, the real geometry is much more complicated, and binding
a soluble ligand to a cell surface receptor requires interaction of molecules diffusing in
three-dimensional space with some molecules attached to a two-dimensional surface.
Since the size of a cell is very small compared to the dimension of the whole tissue,
systems that include cells have to be treated as multiscale systems.

The aim of the present work is to derive a macroscopic model of receptor-ligand
binding, based on a microscopic description, using methods of asymptotic analysis.
Such an approach is called homogenization and it hinges on demonstrating the con-
vergence of solutions of a sequence of microscopic problems to the solution of the
macroscopic problem in properly chosen function spaces. We use here the two-scale
convergence, which was introduced in [2] and [36] for sequences of functions {uε}
bounded in L2 or in H1 on an ε-periodic domain. Then, in [37] and [3], the definition
of two-scale convergence was extended to sequences of functions defined on ε-periodic
hypersurfaces, with dependence on parameters. This extension was used to homog-
enize a diffusion-reaction process in a catalyst consisting of distributed bars [37]. A
similar problem with convection was studied in [19] using the standard homogenization
technique, the energy method. A model describing processes of diffusion, convection,
and nonlinear reactions in a periodic array of cells was studied in [20]. In that paper,
the convergence of the nonlinear terms was shown using their monotonicity. Homoge-
nization of models of chemical reactive flows in domains with periodically distributed
reactive solid grains was also recently studied by Conca et al. [9]. They considered
a stationary reaction-diffusion model with nonlinear, fast growing but monotone ki-
netics on the the surface of reactive solid grains and a model of reaction-diffusion
processes both inside and outside of grains. Homogenization of the reaction-diffusion-
convection processes with linear reactions on the surface of microstructures was also
considered by Hornung in [18].

The model presented in this paper includes the dynamics of molecule concen-
trations on the surface of microstructures described by nonlinear ordinary differential
equations. Therefore, we apply the concept of two-scale convergence of functions from
L∞ on ε-periodic hypersurfaces. To show convergence of the nonlinear terms on the
surface of microstructures we use the unfolding method (periodic modulation); see
[5, 6, 7].

Our paper is organized as follows. First, we present a precise description of
the considered ε-periodic geometry (section 2) and of the equations describing the
microscopic nature of the receptor-ligand binding process (section 3). These equations
are spatially scaled by ε. Then we show existence and uniqueness of solutions of the
microscopic model (section 3.2) and a priori estimates (section 3.3). In section 4,
after extension of the solutions from the porous domain to the whole domain, using a
priori estimates, we show the convergence of solutions of the microscopic problem to
the solutions of a macroscopic homogenized model. Effective macroscopic equations
are derived in section 4.2 and formulated in Theorem 4.4. In section 5 we compare a
derived macroscopic model of the receptor-ligand binding on cells surfaces with the
phenomenological models previously discussed in the literature.
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Fig. 1. Geometry of the model. The array of the cells (on the right-hand side) consists of
periodic repetition of the so-called standard cell, Z = [0, 1]3 (on the left-hand side), which corresponds
to a single biological cell with the surrounding intercellular space.

2. Problem formulation. We consider a model involving a system of cells,
periodically distributed in a three-dimensional cube Ω = [a, b]3, a, b ∈ R, a < b, with
boundary ΓN . For the mathematical formulation of the problem we consider the so-
called standard cell, Z = [0, 1]3, periodically repeated over R

3 with Y0 ⊂ Z, an open
subset with a smooth boundary Γ; Y = Z\Y 0; and ν, the outer normal of Y (see
Figure 1).

Let ε > 0 be a given scale factor such that ε = b−a
n , n ∈ N, denoting the

ratio between the size of the cells and the size of the whole domain Ω. Then the
geometric structure within the fixed domain Ω is obtained by intersecting the ε-
multiple εZ with Ω. We define, for k ∈ Z

3, a triple of integers; and ei, unit vectors,
Γk = Γ +

∑3
i=1 kiei, Y

k
0 = Y0 +

∑3
i=1 kiei, Z

k = Z +
∑3

i=1 kiei, Γ∗ = ∪{Γk, k ∈
Z

3}, Z∗ = ∪{Zk, k ∈ Z
3}. We further define Ωε

0 = ∪{εY k
0 |εZk ⊂ Ω, k ∈ Z

3},
Ωε = Ω\Ωε

0, Γε = ∪{εΓk|εZk ⊂ Ω, k ∈ Z
3}.

Remark 2.1. The geometry defined above fulfills the assumptions that
1. cells (holes in the domain) do not touch the boundary ∂Ω;
2. cells do not touch each other;
3. cells have smooth boundary.

These assumptions allow for the definition of the functions on the cell boundaries using
periodic repetition, and the definition of extension as proposed in [8]. Therefore, these
assumptions are important for the methods applied in this paper. Homogenization of
the Neumann problem in domains with more complicated geometry was considered
in [1] and [4].

We assume that new ligands and new free receptors are produced on the cell
surface through a combination of recycling (dissociation of bound receptors) and de
novo production within the cell. Free receptors exist only on the surfaces, while
ligands are transported by diffusion within the intercellular space, which is a porous
medium. A ligand reversibly binds to a free receptor, which results in a bound receptor
that can be internalized into the cell. Bound receptors also dissociate. Both ligands
and free receptors undergo natural decay. We denote the concentration of ligands
by lε : (0, T ) × Ωε → R. Bound and free receptor densities are denoted by rεb :
(0, T ) × Γε → R and rεf : (0, T ) × Γε → R, respectively. For simplicity we assume
that all binding processes are governed by the law of mass action without saturation
effects.
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3. Microscopic model.

3.1. Model assumptions. The microscopic model consists of the following
equations:

Diffusion equation for ligands in the intercellular space,

∂

∂t
lε(t, x) = ∇ · (Dε(t, x)∇lε(t, x)) − με

l (t, x)lε(t, x) + pεl (t, x, l
ε(x, t)) in (0, T ) × Ωε,

νε · ∇xl
ε(t, x) = 0 on (0, T ) × ΓN ,

lε(x, t) = l0(x), t = 0, x ∈ Ωε.(1)

Binding equation on the surfaces,

(2) −Dε(t, x)∇lε(t, x)·νε = ε(bε(t, x)lε(t, x)rf
ε(t, x)−dε(t, x)rεb(t, x)) on (0, T )×Γε.

Reaction equations for receptors on the surfaces,

∂

∂t
rf

ε(x, t) = −με
f (t, x)rf

ε(x, t) + pεr(t, x, r
ε
b(x, t)) − bε(t, x)rf

ε(x, t)lε(x, t)

+ dε(t, x)rb
ε(x, t),(3)

∂

∂t
rb

ε(x, t) = −με
b(t, x)rb

ε(x, t) + bε(t, x)rf
ε(x, t)lε(x, t) − dε(t, x)rb

ε(x, t),(4)

with initial conditions

rf
ε(x, t) = rf 0(x), t = 0, x ∈ Γε,(5)

rb
ε(x, t) = rb0(x), t = 0, x ∈ Γε.(6)

The following is a list of functional coefficients in these equations:

με
l : (0, T ) × Ω → R rate of decay of ligands,

pεl : (0, T ) × Ω × R → R production of ligands,

Dε : (0, T ) × Ω → R
3×3 diffusion coefficient for ligands,

pεr : (0, T ) × Γε × R → R production of new free receptors,

με
f : (0, T ) × Γε → R rate of decay of free receptors,

με
b : (0, T ) × Γε → R rate of decay of bound receptors,

dε : (0, T ) × Γε → R rate of dissociation of bound receptors,

bε : (0, T ) × Γε → R rate of binding of ligands and free receptors,

where functions on Ω or Γε are defined by Z-periodic function: Dε
i,j(t, x) = Di,j(t,

x
ε ),

pεl (t, x, ξ) = pl(t,
x
ε , ξ), με

l (t, x) = μl(t,
x
ε ), με

f (t, x) = μf (t, x
ε ), με

b(t, x) = μb(t,
x
ε ),

bε(t, x) = b(t, x
ε ), dε(t, x) = d(t, x

ε ), pεr(t, x, ξ) = pr(t,
x
ε , ξ), defined on Z∗ and Γ∗,

respectively.
We assume that decay processes are linear and that binding is a product of the

density of ligands and free receptors. The proposed functions are the simplest func-
tions usually used to describe decay or binding processes (see the models described
in [35]), modeled by the law of mass action. We assume that de novo production of
free receptors, denoted by pr, is regulated by bound receptors. We assume that pr
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is a bounded Lipschitz continuous function in rb and is nonnegative for nonnegative
values of rb, for example a Michaelis–Menten function pr = m1rb

1+rb
. In addition, we

assume that the production of ligands depends on their density. It could be regulated
via some other receptors not considered in our model. Thus, we assume that pl is a
Lipschitz continuous function in l, nonnegative for nonnegative values of l.

Assumption 3.1.

1. D ∈ L∞((0, T ) × Z)3×3, ∂tD ∈ L∞((0, T ) × Z)3×3, (D(t, x)ξ, ξ) ≥ d0|ξ|2 for
some d0 > 0, for every ξ ∈ R

3, a.a. (t, x) ∈ (0, T ) × Z.
2. μl ∈ L∞((0, T ) × Z) and μl ≥ 0 a.e. in (0, T ) × Z.
3. pl is measurable in t and x, sublinear, i.e., |pl(t, x, ξ)| ≤ c1 + c2|ξ| for a.a.

(t, x) ∈ (0, T ) × Z, Lipschitz continuous in ξ, and pl(t, x, ξ) ≥ 0 for ξ ≥ 0.
4. b ∈ C([0, T ];C0,α(Γ)), b ≥ 0, in [0, T ] × Γ, ∂tb ∈ L∞((0, T ) × Γ).
5. d ∈ C([0, T ];C0,α(Γ)), d ≥ 0, in [0, T ] × Γ, ∂td ∈ L∞((0, T ) × Γ).
6. μf , μb ∈ C([0, T ];C0,α(Γ)), μf ≥ 0, μb ≥ 0, in [0, T ] × Γ.
7. pr(ξ) ∈ C([0, T ];C0,α(Γ)) for all ξ ∈ R, pr(t, x, ξ) ≥ 0 for ξ ≥ 0, pr is bounded,

i.e., |pr(t, x, ξ)| ≤ m1 for all (t, x, ξ) ∈ (0, T )×Γ×R and is Lipschitz continuous
in ξ.

3.2. Existence of the solutions of the microscopic model. We start with
a weak formulation of the microscopic model.

Definition 3.2. The triple (lε, rεf , r
ε
b) is a solution of problem (1)–(6) if lε ∈

L2((0, T );H1(Ωε)), ∂tl
ε ∈ L2((0, T )×Ωε), lε ∈ L∞((0, T )×Ωε), rεf , r

ε
b ∈ L∞((0, T )×

Γε), ∂tr
ε
f , ∂tr

ε
b ∈ L∞((0, T ) × Γε) such that

1.
(∂tl

ε, φ)(0,T )×Ωε = −(Dε∇lε,∇φ)(0,T )×Ωε − (με
l l

ε, φ)(0,T )×Ωε

+ (dεrεb − bεrεf l
ε, φ)(0,T )×Γε + (pεl (l

ε), φ)(0,T )×Ωε(7)

for all φ ∈ L2((0, T );H1(Ωε));
2. lε satisfies the initial condition, i.e., lε → l0 in L2(Ωε) as t → 0;
3.

(8)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∂

∂t
rf

ε(x, t) = −με
frf

ε(x, t) + pεr(t, x, r
ε
b(x, t))

− bεrf
ε(x, t)lε(x, t) + dεrb

ε(x, t),

∂

∂t
rb

ε(x, t) = −με
brb

ε(x, t) + bεrf
ε(x, t)lε(x, t)

− dεrb
ε(x, t)

a.e. (0, T ) × Γε;
4. rf

ε, rb
ε satisfy the initial conditions (5)–(6).

Here (u, v)(0,T )×Ωε =
∫ T

0

∫
Ωε u v dx dt and (u, v)(0,T )×Γε = ε

∫ T

0

∫
Γε u v dγx dt.

Theorem 3.3. Let Assumption 3.1 be satisfied and

l0 ∈ C0,α(Ω), l0 ∈ H1(Ω), l0 ≥ 0,

rf0, rb0 ∈ C0,α(Ω), rf0 ≥ 0, rb0 ≥ 0.

Then there exists a unique solution (lε, rεf , r
ε
b) of problem (1)–(6), such that

lε ∈ H1(0, T ;L2(Ωε)), lε ∈ L2(0, T ;H1(Ωε)),

lε ∈ C0,β/2([0, T ];C0,β(Ω
ε
)),

rεf , r
ε
b ∈ C1([0, T ];C0,β(Γε)), where β ∈ (0, α],

and lε ≥ 0, rεf ≥ 0, rεb ≥ 0.
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Proof. Existence. The existence of a solution of the system (1), (3), (4) will be
proved by showing the existence of a fix point of the operator K defined on C([0, T ]×
Ω

ε
) by ln,ε = K(ln−1,ε) with ln,ε given by

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∂t l
n,ε = ∇ · (Dε∇ln,ε) − με

l l
n,ε + pεl (l

n−1,ε), t > 0, x ∈ Ωε,

∇ln,ε · νε = 0, t > 0, x ∈ ΓN ,

ln,ε = l0, t = 0, x ∈ Ωε,

−Dε∇ln,ε · νε = ε(bεln,εrf
n,ε − dεrb

n,ε), t > 0, x ∈ Γε,

(9)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∂trf
n,ε = −με

frf
n,ε + pεr(rb

n,ε) − bεrf
n,εln−1,ε + dεrb

n,ε, t > 0, x ∈ Γε,

∂trb
n,ε = −με

brb
n,ε + bεrf

n,εln−1,ε − dεrb
n,ε, t > 0, x ∈ Γε,

rf
n,ε = rf 0, t = 0, x ∈ Γε,

rb
n,ε = rb0, t = 0, x ∈ Γε.

(10)

For a given ln−1,ε ∈ C([0, T ] × Ω
ε
), ln−1,ε ≥ 0 on [0, T ] × Ω

ε
, there exists a unique

solution of system (10), rn,εf , rn,εb ∈ C1([0, T ];C(Γε)), because the right-hand side of
the system of ordinary differential equations (10) is Lipschitz continuous [45]. Since
pr is a nonnegative function for nonnegative values of rb and ln−1,ε ≥ 0 on [0, T ]×Γε

and rf0 ≥ 0, rb0 ≥ 0, we deduce that rn,εf ≥ 0, rn,εb ≥ 0 on [0, T ] × Γε.
Using the Galerkin method and a priori estimates similar to the estimates in

Lemma 3.4, we obtain the existence of a weak solution of (9), ln,ε ∈ L2(0, T ;H1(Ωε)),
∂tl

n,ε ∈ L2(0, T ;L2(Ωε)); see [23]. Since l0 ∈ C0,α(Ω), there exists maxΩ̄ε |l0| = M . In
addition, rn,εf ≥ 0 and |rn,εb | ≤ C. Thus, we may apply the result from [26] (Theorem
6.40) stating that for parabolic equations with uniformly elliptic operator, sublinear
terms of lower order, bounded free terms, and bounded coefficients of Robin boundary
conditions, the boundedness of the initial conditions implies the boundedness of the
supremum of a solution. From this, we conclude that sup(0,T )×Ωε |ln,ε| ≤ M1. Then,

since l0 ∈ C0,α(Ω), rn,εf ≥ 0, and rn,εb ∈ C1([0, T ];C(Γε)), we conclude also that ln,ε ∈
C0,β/2([0, T ];C0,β(Ω

ε
)) (see Theorem III.10.1 in [23], generalized for Robin boundary

conditions, or [11] and [26]). Using the maximum principle and the continuity of ln,ε,
we obtain that ln,ε ≥ 0 in [0, T ] × Ω

ε
[12].

The space C0,β/2([0, T ];C0,β(Ω
ε
)) is compact embedded in C([0, T ]×Ω

ε
). Then,

by virtue of the Schauder theorem, there exists a fixed point of K, a solution of the
microscopic problem lε, rεf , and rεb . In addition, we obtain that lε ≥ 0, rεf ≥ 0, and

rεb ≥ 0. Since rf0, rb0 ∈ C0,α(Ω) and lε ∈ C0,β/2([0, T ];C0,β(Ω
ε
)), we conclude also

that rεf , r
ε
b ∈ C1([0, T ];C0,β(Γε)).

Uniqueness. Suppose there are two solutions of the problem (l1,ε, r1,ε
f , r1,ε

b ) and

(l2,ε, r2,ε
f , r2,ε

b ). We denote lε = l1,ε − l2,ε and choose φ = lε. We calculate

1

2

∫ τ

0

∫
Ωε

(
∂t|lε|2 + (Dε∇lε,∇lε) + με

l |lε|2
)
dx dt =

∫ τ

0

∫
Ωε

(pεl (l
1,ε) − pεl (l

2,ε))lε dx dt

+ ε

∫ τ

0

∫
Γε

((dεr1,ε
b − bεr1,ε

f l1,ε) − (dεr2,ε
b − bεr2,ε

f l2,ε)) lε dγ dt
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for any τ ∈ [0, T ]. For rεf and rεb we obtain

∂

∂t
(r1,ε

f − r2,ε
f ) = −με

f (r1,ε
f − r2,ε

f ) + (pεr(rb
1,ε) − pεr(rb

2,ε)) − bε(r1,ε
f l1,ε − r2,ε

f l2,ε)

+ dε(r1,ε
b − r2,ε

b ),

∂

∂t
(r1,ε

b − r2,ε
b ) = −με

b(r
1,ε
b − r2,ε

b ) + bε(r1,ε
f l1,ε − r2,ε

f l2,ε) − dε(r1,ε
b − r2,ε

b ).

Integrating by parts with respect to time and summing up side by side the last two
equations, we obtain

|r1,ε
f − r2,ε

f | + |r1,ε
b − r2,ε

b | ≤
∫ τ

0

(
μ1
f |r

1,ε
f − r2,ε

f | + μ1
b |r

1,ε
b − r2,ε

b | + cr|r1,ε
b − r2,ε

b |
)
dt

+

∫ τ

0

(
2b1 max

[0,T ]×Γε
|l1,ε||r1,ε

f − r2,ε
f | + 2b1 max

[0,T ]×Γε
|r2,ε

f ||l1,ε − l2,ε| + 2d1|r1,ε
b − r2,ε

b |
)
dt,

where cr is the Lipschitz constant of pr, μ
1
f = sup[0,T ]×Γε |με

f |, μ1
b = sup[0,T ]×Γε |με

b|,
b1 = sup[0,T ]×Γε |bε|, d1 = sup[0,T ]×Γε |dε|. The Gronwall lemma implies

|r1,ε
f − r2,ε

f | + |r1,ε
b − r2,ε

b | ≤ C

∫ τ

0

|l1,ε − l2,ε| dt.(11)

Using the above estimate and nonnegativity of bε and r2,ε
f , we obtain

1

2

∫ τ

0

∫
Ωε

∂t|lε|2 dx dt + d0

∫ τ

0

∫
Ωε

|∇lε|2 dx dt +

∫ τ

0

∫
Ωε

με
l |lε|2 dx dt

≤ Cd2
1ε

1

2δ

∫ τ

0

∫
Γε

∫ t

0

|lε|2 ds dγ dt + ε
δ

2

∫ τ

0

∫
Γε

|lε|2 dγ dt + cl

∫ τ

0

∫
Ωε

|lε|2 dx dt

+Cb1ε max
[0,T ]×Γε

|l1,ε|
∫ τ

0

∫
Γε

∫ t

0

|lε|2 ds dγ dt + Cb1ε max
[0,T ]×Γε

|l1,ε|
∫ τ

0

∫
Γε

|lε|2 dγ dt,

where cl is the Lipschitz constant of pl. Furthermore, using the estimate

ε

∫ τ

0

∫
Γε

|lε|2 dγ dt ≤ c

∫ τ

0

∫
Ωε

|lε|2 dx dt + cε2

∫ τ

0

∫
Ωε

|∇lε|2 dx dt,(12)

we obtain

1

2

∫
Ωε

|lε|2 dx + (d0 − ε2δ)

∫ τ

0

∫
Ωε

|∇lε|2 dx dt +

∫ τ

0

∫
Ωε

με
l |lε|2 dx dt

≤ C
1

δ

∫ τ

0

∫ t

0

∫
Ωε

(|lε|2 + |∇lε|2) dx ds dt + cl

∫ τ

0

∫
Ωε

|lε|2 dx dt.

From the Gronwall lemma and με
l ≥ 0, taking the supremum over τ ∈ [0, T ], we

conclude that ∫
Ωε

|lε|2 dx + C

∫ T

0

∫
Ωε

|∇lε|2 dx dt ≤ 0

and, therefore, l1,ε = l2,ε in (0, T ) × Ωε. Due to (11), also r1,ε
f = r2,ε

f and r1,ε
b = r2,ε

b

on [0, T ] × Γε.
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3.3. A priori estimates for the microscopic solutions.
Lemma 3.4. For any solution of problem (1)–(6) from Theorem 3.3 the following

estimates hold:

‖lε‖L2(0,T ;H1(Ωε)) ≤ C, ‖∂tlε‖L2(0,T ;L2(Ωε)) ≤ C,

‖rεf‖L∞((0,T )×Γε) ≤ C, ‖rεb‖L∞((0,T )×Γε) ≤ C,

‖∂trεf‖L2((0,T )×Γε) ≤ C, ‖∂trεb‖L2((0,T )×Γε) ≤ C,

where C is a constant independent on ε.
Proof. To show the estimates for rεf and rεb we add (3) and (4) side by side and

obtain

∂t(r
ε
f + rεb) ≤ m1.

Since rεf and rεb are nonnegative (see Theorem 3.3), we conclude that

||rεf ||L∞((0,T )×Γε) ≤ C and ||rεb ||L∞((0,T )×Γε) ≤ C.

Now we show the estimates for lε. We choose φ = lε as a test function in (7) and
calculate

1

2

∫ τ

0

∫
Ωε

∂t|lε|2 dx dt +

∫ τ

0

∫
Ωε

(Dε∇lε,∇lε) dx dt +

∫ τ

0

∫
Ωε

με
l |lε|2 dx dt

= ε

∫ τ

0

∫
Γε

(dεrεb − bεrεf l
ε) lε dγ dt +

∫ τ

0

∫
Ωε

pεl (l
ε)lε dx dt

for any τ ∈ [0, T ]. Applying the Young inequality we obtain

1

2

∫
Ωε

|lε|2 dx +

∫ τ

0

∫
Ωε

d0|∇lε|2 dx dt +

∫ τ

0

∫
Ωε

με
l |lε|2 dx dt

≤ εd1

2δ

∫ τ

0

∫
Γε

|rεb |2 dγ dt + ε
δ

2

∫ τ

0

∫
Γε

|lε|2 dγ dt

− ε

∫ τ

0

∫
Γε

bεrεf |lε|2 dγ dt + c1

∫ τ

0

∫
Ωε

|lε|2 dx dt +
1

2

∫
Ωε

|lε0|2 dx.

Now we use (12), με
l ≥ 0, bε ≥ 0, and rεf ≥ 0 and obtain

1

2

∫
Ωε

|lε|2 dx +

∫ τ

0

∫
Ωε

(
d0 −

δε2

2

)
|∇lε|2 dx dt

≤ ε

2δ

∫ τ

0

∫
Γε

|rεb |2 dγ dt + c1

∫ τ

0

∫
Ωε

|lε|2 dx dt +
1

2

∫
Ωε

|lε0|2 dx.

Then, from the Gronwall lemma and the estimate for rεb , it follows that

∫
Ω

|lε|2 dx +

∫ T

0

∫
Ωε

|∇lε|2 dx dt ≤ C.
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Using the estimates for lε, rεf , and rεb , we conclude from (8) that

||∂trεf ||L2((0,T )×Γε) ≤ C,

||∂trεb ||L2((0,T )×Γε) ≤ C.

To obtain the estimates for ∂tl
ε we choose φ = ∂tl

ε as a test function and calculate∫ τ

0

∫
Ωε

|∂tlε|2 dx dt +
1

2

∫ τ

0

∫
Ωε

(
∂t(D

ε∇lε,∇lε) − (∂tD
ε∇lε,∇lε)

)
dx dt

=

∫ τ

0

∫
Ωε

(pεl (l
ε) − με

l l
ε)∂tl

ε dx dt + ε

∫ τ

0

∫
Γε

(
∂t(d

εrεb l
ε) − dε∂tr

ε
b l

ε − ∂td
εrεb l

ε
)
dγ dt

+ ε

∫ τ

0

∫
Γε

(
−∂t(b

εrεf |lε|2) + bε∂tr
ε
f |lε|2 + ∂tb

εrεf |lε|2
)
dγ dt.

Using the Young inequality we obtain

(1 − δ)

∫ τ

0

∫
Ωε

|∂tlε|2 dx dt +
d0

2

∫
Ωε

|∇lε|2 dx

≤ ε

2δ

∫
Γε

d2
1|rεb |2dγ + D2

∫ τ

0

∫
Ωε

|∇lε|2 dx dt

+ ε
δ

2

∫
Γε

|lε|2 dγ +
ε

2

∫ τ

0

∫
Γε

(d2
1|∂trεb |2 + |∂td|2|rεb |2) dγ dt

+
ε

2

∫ τ

0

∫
Γε

|lε|2 dγ dt− ε

∫
Γε

bεrεf |lε|2 dγ

+
1

2δ

∫ τ

0

∫
Ωε

(|pεl (lε)|2 + με
l |lε|2) dx dt + ε

∫
Γε

(d1rb0l0 + b1rf0|l0|2) dγ

+ D1

∫
Ωε

|∇l0|2 dx + ε

∫ τ

0

∫
Γε

(∂tb
εrεf + bε|∂trεf |) |lε|2 dγ dt,

where D1 = sup(0,T )×Ω |Dε|, D2 = sup(0,T )×Ω |∂tDε|. For the estimate of the last

integral we use the embedding for a space of dimension n = 3, i.e., L∞(0, T ;H1(Ωε)) ⊂
L4((0, T ) × Γε),

ε

∫ τ

0

∫
Γε

bε|∂trεf ||lε|2 dγ dt ≤
b21ε

2δ

∫ τ

0

∫
Γε

|∂trεf |2 dγ dt +
δε

2

∫ τ

0

∫
Γε

|lε|4 dγ dt

≤ b21ε

2δ

∫ τ

0

∫
Γε

|∂trεf |2 dγ dt +
δ

2
sup
[0,T ]

∫
Ωε

|lε|2 dx +
δε2

2
sup
[0,T ]

∫
Ωε

|∇lε|2 dx.

Using estimate (12) and the positivity of bε and rεf we obtain

∫ T

0

∫
Ωε

|∂tlε|2 dx dt + sup
[0,T ]

∫
Ωε

|∇lε|2 dx ≤ C.

To obtain a priori estimates for functions defined in the domain independent of ε, we
extend functions lε defined on Ωε to functions l̄ε defined on the whole Ω.
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3.4. Extension of lε. Since lε is defined only on Ωε, we extend it onto Ω; see
[8] or [19] for the proof.

Lemma 3.5. 1. For l ∈ H1(Y ) there exists an extension l̃ to Z, such that

‖l̃‖L2(Z) ≤ c‖l‖L2(Y ) and ‖∇l̃‖L2(Z) ≤ c‖∇l‖L2(Y ).

2. For lε ∈ H1(Ωε) there exists an extension l̃ε to Ω, such that

‖l̃ε‖H1(Ω) ≤ c‖lε‖H1(Ωε).

Remark 3.1. For lε ∈ L2(0, T ;H1(Ωε)) we define l̄ε(·, t) := l̃ε(·, t) for a.a. t. Since
the extension operator is linear, then l̄ε ∈ L2(0, T ;H1(Ω)).

We identify lε with the extension l̄ε. For the extended functions, we obtain a
priori estimate of the supremum norm of lε.

Lemma 3.6. For any solution of problem (1)–(6), the following estimate holds:

(13) ||lε||L∞((0,T )×Ω) ≤ C,

where C is a constant independent on ε.
Estimate (13) follows from the nonnegativity of lε, rεf , rεb , the boundedness of rεb

and l0, and the estimate in Lemma 3.5; see Theorem 6.40 in [26] (for the sketch of
proof see Appendix 6.1).

4. Convergence of solutions of microscopic problem.

4.1. Convergence of lε, rε
f , and rε

b. To show the convergence results we apply
the method of two-scale convergence, introduced in [2] and [36], and extended further
in [3, 37]. The definition and theorems concerning the two-scale convergence, used in
this section are outlined in Appendix 6.2.

To show the compactness of lε we use the following Hilbert space.
Definition 4.1 (see [47]). Let W β,2(Ω) with β ∈ R, β > 0 be a Hilbert space

defined as the completion of C∞(Ω) with respect to the norm

‖u‖Wβ,2(Ω) = ‖u‖Wk,2(Ω) +
{∫

Ω

∫
Ω

|u(x) − u(y)|2
|x− y|n+2(β−k)

dxdy
} 1

2

,

where k = [β].
Lemma 4.2. 1. For a function vε ∈ H1(Ωε) the following estimate holds:

ε

∫
Γε

|vε|2 dγx ≤ C

∫
Ωε

|vε|2dx + Cε2

∫
Ωε

|∇vε|2dx,

where C is a constant independent on ε.
2. For a function vε ∈ W β,2(Ωε), where 1

2 < β < 1, the following estimate holds:

ε

∫
Γε

|vε|2 dγx ≤ C

∫
Ωε

|vε|2dx + Cε2β

∫
Ωε

∫
Ωε

|vε(x1) − vε(x2)|2
|x1 − x2|n+2β

dx1dx2,

where C is a constant independent on ε.
Proof. 1. For the proof see [19, Lemma 3].
2. For a function v ∈ W β,2(Y ) the trace theorem implies∫

Γ

|v|2 dγy ≤ C

∫
Y

|v|2dy + C

∫
Y

∫
Y

|v(y1) − v(y2)|2
|y1 − y2|n+2β

dy1dy2.
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Changing variables, y = x/ε, we obtain

∫
εΓi

|vε|2 dγx
εn−1

≤ C

∫
εYi

|vε|2 dx
εn

+ C

∫
εYi

∫
εYi

|vε(x1) − vε(x2)|2
|x1 − x2|n+2β

εn+2β dx1

εn
dx2

εn
.

Multiplying the inequality side by side with ε−n and summing up over i from 1 to N
implies the estimate of the lemma.

Using a priori estimates derived in section 3.3 and the concept of the two-scale
convergence, we obtain the following compactness result.

Lemma 4.3. There exist functions l, rf , and rb such that

1. lε ⇀ l in L2(0, T ;H1(Ω)), ∂tl
ε ⇀ ∂tl in L2((0, T )×Ω), lε

∗
⇀ l in L∞((0, T )×

Ω),
2. lε → l in L2(0, T ;W β,2(Ω)) for 1

2 < β < 1 and limε→0 ||lε−l||L2((0,T )×Γε) = 0,
3. lε → l two-scale, ∇lε → ∇xl+∇yl1 two-scale, l1 ∈ L2((0, T )×Ω;H1

per(Z)/R),
4. rεf → rf , r

ε
b → rb two-scale and rf , rb ∈ L∞((0, T ) × Ω × Γ),

5. ∂tr
ε
f → ∂trf , ∂tr

ε
b → ∂trb two-scale, and ∂trf , ∂trb ∈ L2((0, T ) × Ω × Γ).

Proof. From the a priori estimates in Lemma 3.4, we obtain weak convergence
lε ⇀ l in L2(0, T ;H1(Ω)), ∂tl

ε ⇀ ∂tl in L2((0, T )×Ω), and lε
∗
⇀ l in L∞((0, T )×Ω).

To obtain strong convergence of lε in L2((0, T ),W β,2(Ω)), 1
2 < β < 1, we use

the compact embedding of W β,2(Ω) in H1(Ω) and apply the Lions–Aubin lemma [27]
with B = W β,2(Ω). Applying Lemma 4.2 we obtain the inequality

‖lε‖2
Γε ≤ c‖lε‖2

Wβ,2(Ωε).

It follows that

‖lε− l‖L2((0,T )×Γε) ≤ c‖lε− l‖2
L2(0,T ;Wβ,2(Ωε)) ≤ c‖lε− l‖2

L2(0,T ;Wβ,2(Ω)) → 0 for ε → 0.

Since lε is bounded in L2(0, T ;H1(Ω)), the compactness theorem (see Theorem 6.3 in
Appendix 6.2) implies the two-scale convergence of lε to the same function l and the
existence of a function l1 ∈ L2((0, T )×Ω;H1

per(Z)/R) such that, up to a subsequence,
∇lε two-scale converges to ∇xl(x) + ∇yl1(x, y).

Invoking Theorem 6.5 (see Appendix 6.2) we obtain the two-scale convergence of
rεf and rεb to functions in L∞((0, T )×Ω×Γ). Due to ||∂trεf ||L2((0,T )×Γε) ≤ C and [37,

Theorem 2.2], we conclude that ∂tr
ε
f → v two-scale and v ∈ L2((0, T )×Ω×Γ). Then

∫ T

0

∫
Γ×Ω

v φ dx dγy dt = lim
ε→0

∫ T

0

∫
Γε

∂tr
ε
f φdγx dt

= − lim
ε→0

∫ T

0

∫
Γε

rεf ∂tφdγx dt = −
∫ T

0

∫
Γ×Ω

rf ∂tφdx dγy dt.

Consequently, we conclude that v = ∂trf . Analogously we obtain the two-scale con-
vergence of ∂tr

ε
b to ∂trb.

4.2. Macroscopic equations.
Theorem 4.4. As ε → 0, the sequence of solutions of the microscopic problem

(1)–(6) converges to the weak solution (l, rf , rb), l ∈ H1(0, T ;L2(Ω)), l ∈ L2(0, T ;
H1(Ω)), l ∈ L∞((0, T )×Ω), rf , rb ∈ H1(0, T ;L2(Ω×Γ)), rf , rb ∈ L∞((0, T )×Ω×Γ),
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of the following macroscopic problem:

(14)⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂tl(t, x) = − 1
|Y |

∫
Γ
(b(t, y)rf (t, x, y)l(t, x) − d(t, y)rb(t, x, y))dγy

+ (∇(S(t)∇l(t, x))) + p̃l(t, l(t, x)) − μ̃l(t)l(t, x), t > 0, x ∈ Ω,

∇l(t, x) · ν = 0, t > 0, x ∈ ΓN ,

l(t, x) = l0(x), t = 0, x ∈ Ω,

(15)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂trf (t, x, y) = pr(t, y, rb(t, x, y)) − b(t, y)rf (t, x, y)l(t, x)

+ d(t, y)rb(t, x, y) − μf (t, y)rf (t, x, y), y ∈ Γ, x ∈ Ω,

∂trb(t, x, y) = b(t, y)rf (t, x, y)l(t, x) − d(t, y)rb(t, x, y)

−μb(t, y)rb(t, x, y), y ∈ Γ, x ∈ Ω,

rf (t, x, y) = rf 0(x, y), t = 0, y ∈ Γ, x ∈ Ω,

rb(t, x, y) = rb0(x, y), t = 0, y ∈ Γ, x ∈ Ω,

where μ̃l(t) = 1
|Y |

∫
Y
μl(t, y) dy, p̃(t, l) = 1

|Y |
∫
Y
p(t, y, l) dy, and the matrix S is defined

as sij = 1
|Y |

∑3
k=1

∫
Y

(Dij(t, y) +Dik(t, y)∂yk
wj) dy with wi being the solutions of the

cell problem

−∇y(D(t, y)∇ywi) =

3∑
k=1

∂yk
Dki(t, y) in Y, −D(t, y)

∂wi

∂ν
=

3∑
k=1

Dki(t, y)νk on Γ.

Proof. To derive a limit equation for lε we apply a standard two-scale convergence
method and strong convergence of lε. Using in (7) a test function of the form φ(t, x) =
ψ0(t, x)+εψ1(t, x,

x
ε ), ψ0 ∈ C∞((0, T )×Ω), ψ1 ∈ C∞((0, T )×Ω;C∞

per(Z)) and passing
to the two-scale limit applying Lemma 4.3 yields

|Y |
∫ T

0

∫
Ω

∂tlψ0(t, x) dx dt + |Y |
∫ T

0

∫
Ω

μ̃l(t) l(t, x)ψ0(t, x) dx dt

+

∫ T

0

∫
Ω

∫
Y

D(t, y)(∇xl(t, x) + ∇yl1(t, x, y))(∇xψ0 + ∇yψ1) dy dx dt

= −
∫ T

0

∫
Ω

∫
Γ

[b(t, y)rf (t, x, y)l(t, x) − d(t, y)rb(t, x, y)]ψ0(t, x) dγy dx dt

+ |Y |
∫ T

0

∫
Ω

p̃l(t, l)ψ0 dx dt.

To show the convergence of the nonlinear term bεrεf l
ε of the boundary integral, we

rewrite this integral as a sum of two integrals,

ε

∫ T

0

∫
Γε

bεrεf l
ε
(
ψ0(t, x) + εψ1

(
t, x,

x

ε

))
dγx dt

= ε

∫ T

0

∫
Γε

bεrεf l
(
ψ0(t, x) + εψ1

(
t, x,

x

ε

))
dγx dt

+ ε

∫ T

0

∫
Γε

bεrεf (lε − l)
(
ψ0(t, x) + εψ1

(
t, x,

x

ε

))
dγx dt.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

DERIVATION OF MACROSCOPIC MODEL 227

The first integral converges to
∫ T

0

∫
Ω

∫
Γ
b(t, y)rf (t, x, y)l(t, x)ψ0(t, x) dγy dx dt due to

the two-scale convergence of rεf . Since ||lε − l||L2((0,T )×Γε) → 0 as ε → 0, we obtain
for the second integral

ε

∫ T

0

∫
Γε

bεrεf (lε − l)
(
ψ0(t, x) + εψ1

(
t, x,

x

ε

))
dγx dt

≤ ε

(∫ T

0

∫
Γε

|bεrεfψ0|2dγx dt
)1/2 (∫ T

0

∫
Γε

|lε − l|2dγx dt
)1/2

+ ε2

(∫ T

0

∫
Γε

|bεrεfψ1|2dγx dt
)1/2 (∫ T

0

∫
Γε

|lε − l|2dγx dt
)1/2

→ 0 as ε → 0.

To determinate the unknown function l1 ∈ L2((0, T ) × Ω;H1
per(Y )/R), we set ψ0 = 0

and obtain the equation

∫ T

0

∫
Ω×Y

D(t, y)(∇xl(t, x) + ∇yl1(t, x, y))∇yψ1(t, x, y) dt dx dy = 0

for all ψ1. From this it follows that l1 depends linearly on ∇xl, and it can be written
in the form

l1 =

n∑
i=1

∂l

∂xi
· wi,

where the functions wi are defined as solutions of the cell problem

−∇(D(t, y)∇wi) =

3∑
k=1

∂yk
Dki(t, y) in Y, −D(t, y)

∂wi

∂ν
=

3∑
k=1

Dki(t, y) νk on Γ.

Next, setting ψ1 = 0, we obtain

∫ T

0

∫
Ω

∫
Y

n∑
i,j=1

Dij(t, y)(∂xi l(t, x) +

n∑
k=1

∂yiwk∂xk
l(t, x))∂xjψ0(t, x) dy dx dt

= |Y |
∫ T

0

∫
Ω

n∑
i,j=1

sij∂xiψ0(t, x)∂xj l(t, x) dy dx dt

with sij = 1
|Y |

∑3
k=1

∫
Y

(Dij(t, y) + Dik(t, y)∂yk
wj) dy.

The difficulty arises in passing to the limit in nonlinear terms in the ordinary
differential equations on the surface of microstructures. We have to show that pεr
(t, x, rεb(t, x)) → pr(t, y, rb(t, x, y)) in the two-scale sense. To cope with this difficulty
we apply the unfolding method (periodic modulation), developed in [7, 5, 6]. Following
[5] and [6], we define a dilation operator.

Definition 4.5. For a given ε > 0, we define a dilation operator Dε mapping
measurable functions on (0, T ) × Γε to measurable functions on (0, T ) × Ω × Γ by

Dεu(t, x, y) = u(t, cε(x) + εy), y ∈ Γ, (t, x) ∈ (0, T ) × Ω,
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where cε(x) denotes the lattice translation point of the ε-cell domain containing x,
cε(x) = ε[xε ]. We extend Dεu from Γ to

⋃
k(Γ + k) periodically.

Remark 4.1. The dilation operator Dε is well defined for all (t, x, y) ∈ (0, T ) ×
Ω × Γ under the assumption on the geometry of domain Ωε (cf. Remark 2.1).

To proceed, we have to establish the link between the two-scale convergence and
the weak convergence of the dilated sequences. Following [6], we formulate the lemma
on the convergence of Dεuε : (0, T ) × Ω × Γ → R. We define L2

per(Γ) as the space of
functions f ∈ L2(Γ) defined on Γ and periodically extended to Γ∗ =

⋃
k(Γ + k).

Lemma 4.6. If Dεuε ⇀ u∗ weakly in L2((0, T ) × Ω;L2
per(Γ)) and uε → u two-

scale, then u∗ = u a.e. in (0, T ) × Ω × Γ.
Proof. Let u∗ be a weak limit of Dεuε. Then, for a test function ψ(t, x)h(y),

where ψ ∈ C∞
0 ((0, T ) × Ω) and h ∈ C∞

per(Γ), we obtain

∫ T

0

∫
Ω×Γ

Dεuε(t, x, y)ψ(t, x)h(y)dγydxdt

→
∫ T

0

∫
Ω×Γ

u∗(t, x, y)ψ(t, x)h(y)dγydxdt as ε → 0.

On the other hand, we have∫ T

0

∫
Ω×Γ

Dεuε(t, x, y)ψ(t, x)h(y)dγydxdt

=

∫ T

0

∫
Ω×Γ

uε(t, εy + cε(x))ψ(t, x)h(y)dγydxdt

=

N∑
k=1

∫ T

0

∫
ε(Z+k)

∫
Γ

uε(t, εy + cε(x))ψ(t, x)h(y)dγydxdt.

Changing variables z = ε(y + k), where cε(x) = ε[xε ] = εk, and using the periodicity
of h, we obtain

∫ T

0

N∑
k=1

ε−2

∫
ε(Γ+k)

uε(t, z)h
(z
ε

)∫
ε(Z+k)

ψ(t, x) dx dγz dt

= ε

∫ T

0

N∑
k=1

∫
ε(Γ+k)

uε(t, z)h
(z
ε

)
ψ(t, z)dγzdt + cε2

→
∫ T

0

∫
Ω

∫
Γ

u(t, x, y)h(y)ψ(t, x)dγydxdt,

since from the continuity of ψ we have the estimate

|ε−3

∫
ε(Z+k)

(
ψ(t, x) − ψ(t, z)

)
dx| ≤ cε for z ∈ ε(Γ + k).

Therefore, we conclude that u∗ = u a.e. in (0, T ) × Ω × Γ.
In analogy to the above lemma and Lemma 2 in [5], we can prove the following

properties of the dilation operator for oscillating surfaces.
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Lemma 4.7. For u ∈ L2((0, T ) × Γε)

||Dεu||L2(Ω×Γ) = ||u||L2(Γε).

If u ∈ L2(Ω × Γ) is constant in y, then Dεu → u as ε → 0 strongly in L2(Ω × Γ).
Changing variables, Γε 
 x → εy + cε(x), cε(x) = εk for x ∈ Γε, we obtain

equations on the fixed domain (0, T ) × Ω × Γ,

∂

∂t
Dεrf

ε(t, x, y) = −μf (t, y)Dεrf
ε(t, x, y) + pr(t, y,D

εrεb(t, x, y))

− b(t, y)Dεrf
ε(t, x, y)Dεlε(t, x, y) + d(t, y)Dεrb

ε(t, x, y),

∂

∂t
Dεrb

ε(t, x, y) = −μb(t, y)D
εrb

ε(t, x, y)

+ b(t, y)Dεrf
ε(t, x, y)Dεlε(t, x, y) − d(t, y)Dεrb

ε(t, x, y).

Applying the estimates for rεf and rεb , we obtain the estimates for Dεrf
ε and Dεrb

ε

and the weak convergence of Dεrf
ε to rf and Dεrb

ε to rb in L2((0, T ) × Ω;L2
per(Γ))

(see Lemma 4.6). Since sup[0,T ]×Ω |lε| ≤ C, we conclude that sup[0,T ]×Ω×Γ |Dεlε| ≤ C.

Now we prove the strong convergence of Dεrf
ε and Dεrb

ε in L2((0, T )×Ω;L2
per(Γ)).

For this we show that Dεrf
ε and Dεrb

ε are Cauchy sequences. We consider the equa-
tions for Dεnrf

εn−Dεmrf
εm and Dεnrb

εn−Dεmrb
εm , with n > m, multiply them side

by side with Dεnrf
εn −Dεmrf

εm and Dεnrb
εn −Dεmrb

εm , respectively, and integrate
over Ω × Γ.

∂

∂t

∫
Ω×Γ

|Dεnrf
εn −Dεmrf

εm |2dxdγ = −
∫

Ω×Γ

μf (t, y)|Dεnrf
εn −Dεmrf

εm |2dxdγ

+

∫
Ω×Γ

(pr(t, y,D
εnrb

εn) − pr(t, y,D
εmrεmb ))(Dεnrf

εn −Dεmrf
εm)dxdγ

−
∫

Ω×Γ

b(t, y)(Dεnrf
εnDεn lεn −Dεmrf

εmDεm lεm)(Dεnrf
εn −Dεmrf

εm)dxdγ

−
∫

Ω×Γ

d(t, y)(Dεnrb
εn −Dεmrb

εm)(Dεnrf
εn −Dεmrf

εm)dxdγ,

∂

∂t

∫
Ω×Γ

|Dεnrb
εn −Dεmrb

εm |2dxdγ = −
∫

Ω×Γ

μb(t, y)|Dεnrb
εn −Dεmrb

εm |2dxdγ

+

∫
Ω×Γ

b(t, y)(Dεnrf
εnDεn lεn −Dεmrf

εmDεm lεm)(Dεnrb
εn −Dεmrb

εm)dxdγ

−
∫

Ω×Γ

d(t, y)|Dεnrb
εn −Dεmrb

εm |2 dxdγ.
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Using the Young inequality, we obtain

∂

∂t

∫
Ω×Γ

|Dεnrf
εn −Dεmrf

εm |2dxdγ(16)

≤ C1

∫
Ω×Γ

|Dεnrf
εn −Dεmrf

εm |2dxdγ

+ C2

∫
Ω×Γ

|Dεnrb
εn −Dεmrb

εm |2dxdγ

+ b1 sup
(0,T )×Ω×Γ

|Dεn lεn |
∫

Ω×Γ

|Dεnrf
εn −Dεmrf

εm |2dxdγ

+ C3

∫
Ω×Γ

|Dεn lεn −Dεm lεm |2dxdγ,

∂

∂t

∫
Ω×Γ

|Dεnrb
εn −Dεmrb

εm |2dxdγ(17)

≤ C4

∫
Ω×Γ

|Dεnrb
εn −Dεmrb

εm |2dxdγ

+ b1 sup
(0,T )×Ω×Γ

|Dεn lεn |
∫

Ω×Γ

|Dεnrf
εn −Dεmrf

εm |2dxdγ

+ C5

∫
Ω×Γ

|Dεn lεn −Dεm lεm |2dxdγ.

Due to Lemma 4.7 and strong convergence of lε on Γε, we obtain

∫ T

0

∫
Ω×Γ

|Dεlε −Dεl|2dγdxdt = ε

∫ T

0

∫
Γε

|lε − l|2dγxdt ≤ Cε.

Therefore, since Dεn l → l strongly in L2((0, T ) × Ω × Γ) (see Lemma 4.7),

∫ T

0

∫
Ω×Γ

|Dεn lεn −Dεm lεm |2dγdxdt

≤
∫ T

0

∫
Ω×Γ

(
|Dεn lεn −Dεn l|2 + |Dεn l − l|2

)
dγdxdt

+

∫ T

0

∫
Ω×Γ

(
|Dεm l − l|2 + |Dεm lεm −Dεm l|2

)
dγdxdt

≤ εn

∫ T

0

∫
Γεn

|lεn − l|2dγxdt

εm

∫ T

0

∫
Γεm

|lεm − l|2dγxdt +

∫ T

0

∫
Ω×Γ

(
|Dεn l − l|2 + |Dεm l − l|2

)
dγdxdt

≤ C(εn + εm).
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We add (16) and (17) side by side and integrate with respect to time. Using addi-
tionally the boundedness of Dεlε on (0, T ) × Ω × Γ, we obtain

||Dεnrf
εn −Dεmrf

εm ||2 + ||Dεnrb
εn −Dεmrb

εm ||2

≤ C1

∫ τ

0

(
||Dεnrf

εn −Dεmrf
εm ||2 + ||Dεnrb

εn −Dεmrb
εm ||2

)
dt + C2

1

n
,

where C1 = C1(sup(0,T )×Ω |lε|, sup(0,T )×Γ |μf |, sup(0,T )×Γ |μb|, sup(0,T )×Γ |b|, sup(0,T )×Γ |d|,
sup(0,T )×Γε |rεf |). Then the Gronwall lemma yields

||Dεnrf
εn −Dεmrf

εm ||L2(Ω×Γ) ≤ C
1

n
,

||Dεnrb
εn −Dεmrb

εm ||L2(Ω×Γ) ≤ C
1

n
.

Using strong convergence of Dεrb
ε, continuity of pr, and weak convergence of pr(t, y,

Dεrεb), which results from the boundedness of pr, we obtain that pr(t, y,D
εrεb) weakly

converges to pr(t, y, rb(t, x, y)) in L2((0, T ) × Ω;L2
per(Γ)).

Now we can take the two-scale limit in the equations on the boundary,

ε

∫ T

0

∫
Γε

∂tr
ε
fψ1

(
t, x,

x

ε

)
dγx dt = ε

∫ T

0

∫
Γε

pεr(t, x, r
ε
b(t, x))ψ1

(
t, x,

x

ε

)
dγx dt

+ ε

∫ T

0

∫
Γε

(
−bεrεf (t, x)lε(t, x) + dε(t, x)rεb(t, x) − με

fr
ε
f (t, x)

)
ψ1

(
t, x,

x

ε

)
dγx dt,

ε

∫ T

0

∫
Γε

∂tr
ε
b(t, x)ψ1

(
t, x,

x

ε

)
dγx dt = ε

∫ T

0

∫
Γε

bεrεf (t, x)lε(t, x)ψ1 dγx dt

+ ε

∫ T

0

∫
Γε

(
−dεrεb(t, x) − με

br
ε
b(t, x)

)
ψ1

(
t, x,

x

ε

)
dγx dt.

The linear terms converge two-scale to their limit functions. The proof of conver-
gence for the nonlinear term bεrεf (t, x)lε(t, x) is the same as in the equation for
lε. Due to boundedness of pεr and Lemma 4.6, pεr(t, x, r

ε
b) converges two-scale to

pr(t, y, rb(t, x, y)). Therefore, we obtain the macroscopic equations for rf and rb.
The uniqueness of the solution of the macroscopic problem can be proved in the

same way as for the microscopic problem.
Remark 4.2. Properties of the macroscopic model: Using the framework of

bounded invariant rectangles (see [44]) we can show that solutions of system (14)–
(15) remain positive for positive initial conditions and that they are also uniformly
bounded. This results from the assumption of the nonnegativity of the model parame-
ters and their boundedness independent of time. Methods outlined in [44, Chapter 14]
can be used without major modifications.

5. Discussion. In this work, using homogenization techniques, we studied the
macroscopic limit of the microscopic model describing receptor-ligand dynamics on
cell membranes and in the intercellular space. We tried to answer the question of how
processes which take place in different “spaces,” such as cells membranes, intercellular
space, and also intracellular space, can be described by macroscopic models operating
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in homogenized space. On one hand, this work provides a justification of previously
proposed models, and on the other hand it is a starting point for further models.

Comparison of the macroscopic model (14)–(15) to the previously considered
receptor-based model of the form

∂

∂t
rf = −μfrf + pr(rb) − brf l + drb,

∂

∂t
rb = −μbrb + brf l − drb,(18)

∂

∂t
l =

1

γ

∂2

∂x2
l − μll − brf l + pl(l) + drb,

defined on the macroscopic domain Ω, shows in which cases the “older” models can
be derived from the microscopic description. Model (14)–(15) is equivalent to model
(18) in the case when neither the model parameters nor the initial conditions for rf
and rb depend on the surface variable y. It means that the processes described are
homogeneous within each cell and that there is no heterogeneity in the dissociation or
binding processes on the cell surfaces. For nonadherent cells one can consider receptor
production, binding, dissociation, or decay to be uniformly distributed on the cell
surface, which results in model coefficients being constant with respect to the surface
variable y. Under such assumptions we obtain a macroscopic model, in which the
integral in the equation for the ligands disappears and the only difference with respect
to model (18) is that the kinetics are multiplied by a coefficient

∫
Γ
dγy/|Y |. However,

there is now considerable evidence of the existence of lipid raft microdomains, called
membrane rafts, which organize the membrane into specialized functional units [14,
15, 38, 39, 41]. Rafts were described mainly for T-cells and T-cell receptor [15, 39, 40],
but now it is clear that they play an important role for many different receptor classes
[13, 41]. There are observations that the structure of lipid rafts could control cellular
processes such as signaling cascades [40, 43] and receptor synthesis and trafficking
[21] as well as cell adhesion and migration [16]. Some membrane proteins are located
preferentially on the raft domains, whereas others are excluded from them [14]. Such
a situation corresponds to the nonhomogeneous initial distribution of receptors on
the cell surface and also de novo production terms depending on the surface variable.
Our studies show that in such a case the “older” type of receptor-based model is not
relevant.

Another example of cells with nonhomogeneous membrane properties are adherent
cells. In the case of adherent cells there are two types of polarity, top-bottom and
front-back, and it is not easy for the ligand to get in contact with the bottom of the
cell. One can imagine that receptors may be concentrated on the frontal end of the
cell (this determines cell motility in the case of chemotaxis), and, therefore, all the
receptor-ligand processes are nonhomogeneous within the membrane [22].

6. Appendix.

6.1. Supremum estimate for lε. We present here a sketch of the proof of
Lemma 3.6 used in section 4.

Lemma. For any solution of problem (1)–(6), the following estimate holds:

||lε||L∞((0,T )×Ω) ≤ C + 2k,

where C is a constant independent on ε and k = max{1, supΩ |l0|}.
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Proof. To show the boundedness of lε we use the Moser iteration technique,
described in the proof of [26, Theorem 6.15]. We choose as a test function v =
ψ(lε)(lε−k)+, where ψ ≥ 0 is a bounded C1(R) function and which satisfies for s > k

0 ≤ ψ
′
(s)(s− k)

ψ(s)
≤ k1.

Due to the fact that l0 ≤ k, we obtain∫
Ω

∫ lε

0

ψ(s)(s− k)+ dsχε dx +

∫ τ

0

∫
Ω

(Dε∇lε, ψ(lε)∇lε)χε dxdt(19)

+

∫ τ

0

∫
Ω

(Dε∇lε, ψ
′
(lε)(lε − k)+∇lε)χε dxdt

+

∫ τ

0

∫
Ω

με
l l

εψ(lε)(lε − k)+χ
εdxdt

=

∫ τ

0

∫
Ω

pεl (l
ε)ψ(lε)(lε − k)+χ

ε dxdt

+ ε

∫ τ

0

∫
Γε

(dεrεb − bεrεf l
ε)ψ(lε)(lε − k)+dγxdt,

where χ is a characteristic function of Y periodically extended to Z∗, and χε(x) =
χ(xε ). From the properties of ψ, we obtain∫ s

k

ψ(t)(t− k)dt ≥ 1

2 + k1
ψ(s)(s− k) for s ≥ k.

The third and fourth terms on the left-hand side of (19) are nonnegative; the third
term on the right-hand side is nonpositive. Using lε ≥ k ≥ 1 and Lemma 4.2, we
obtain the estimate

ε

∫ τ

0

∫
Γε

ψ(lε)(lε − k)+dγxdt

≤ C

∫ τ

0

∫
Ωε

(
ψ(lε)(lε − k)+ + ε2∇(ψ(lε)(lε − k)+)

)
dxdt

≤ C(1 +
1

δ
)(1 + k1)

∫ τ

0

∫
Ω

ψ(lε)|lε|2χεdxdt + Cε2δ

∫ τ

0

∫
Ω

ψ(lε)|∇lε|2χεdxdt.

Then boundedness of coefficients and sublinearity of pl yields∫
Ω

ψ(lε)(lε − k)2χεdx + d0

∫ τ

0

∫
Ω

ψ(lε)|∇lε|2χεdxdt

≤ C(1 + k1)
2

∫ τ

0

∫
Ω

ψ(lε)|lε|2χεdxdt.

Choosing ψ(s) = (min{s, Z}(1− k/s)+)q, where q, Z are positive constants, applying
the Gronwall and Young inequalities, and taking Z → ∞ leads to∫ T

0

∫
Ω

|lε|q+2χε dxdt ≤ C(q)|Ω|Tkq+2
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for any positive q. Thus, for a fixed q > 1 we can choose ψ(s) = s2q−2(1− k
s )

(n+2)(q−1)
+

and conclude that∫
Ω

(lε)2q
(

1 − k

lε

)(n+2)q−n

+

χεdx + c(d0)

∫ τ

0

∫
Ω

(lε)2q−2

(
1 − k

lε

)(n+2)(q−1)

+

|∇lε|2χεdxdt

≤ Cq2

∫ τ

0

∫
Ω

(lε)2q
(

1 − k

lε

)(n+2)(q−1)

+

χεdxdt.

Setting h = (lε)q((1 − k
lε )

(n+2)q−n
+ )1/2 gives |∇h|2 ≤ c(n)q2(lε)2q−2(1 − k

lε )
(n+2)(q−1)
+

|∇lε|2. Using the property of extended function of lε, i.e., ||lε||H1(Ω) ≤ C||lε||H1(Ωε),
with a constant C independent of ε, yields

sup
(0,T )

∫
Ω

h2dx +

∫ T

0

∫
Ω

|∇h|2dxdt ≤ Cq4

∫ T

0

∫
Ω

(lε)2q
(

1 − k

lε

)(n+2)(q−1)

dxdt.

Invoking the Sobolev embedding theorem on (0, T ) × Ω, we obtain

(∫ T

0

∫
Ω

h2κdxdt

)1/κ

≤ Cq4

∫ T

0

∫
Ω

(lε)2q
(

1 − k

lε

)(n+2)q−n−2

+

dxdt,

where κ = (n + 2)/n. Iterating the last inequality for q = 1, κ, κ2, . . . , as in [26],
implies that

sup
(0,T )×Ω

|lε|2
(

1 − k

lε

)n+2

+

≤ C

∫ T

0

∫
Ω

|lε|2dxdt.

Considering separately the cases sup(0,T )×Ω lε ≤ 2k and sup(0,T )×Ω lε ≥ 2k results in
the estimate of the lemma.

6.2. Two-scale convergence with parameters. We recall here the definition
of two-scale convergence for functions dependent on parameters and several impor-
tant results concerning this notion presented in [37]. The proofs are straightforward
modifications of the proofs for the standard two-scale convergence method presented
in [2].

Definition 6.1. Let (uε) be a sequence in L2(Λ × Ω), where ε is a sequence of
strictly positive numbers, which tends to zero. (uε) is said to two-scale converge to a
(unique) limit u0 ∈ L2(Λ × Ω × Z) iff for any φ ∈ D(Λ × Ω, C∞

per(Z)) we have

lim
ε→0

∫
Λ

∫
Ω

uε(λ, x)φ
(
λ, x,

x

ε

)
dxdλ =

∫
Λ

∫
Ω

∫
Z

u0(λ, x, y)φ(λ, x, y)dxdydλ.

Theorem 6.2. From each bounded sequence (uε) in L2(Λ × Ω) we can extract a
subsequence which two-scale converges to u0 ∈ L2(Λ × Ω × Z).

Theorem 6.3. 1. Let (uε) be a bounded sequence in L2(Λ, H1(Ω)), which con-
verges weakly to a limit function u ∈ L2(Λ, H1(Ω)). Then there exists u1 ∈ L2(Λ ×
Ω, H1

per(Z)) such that, up to a subsequence, uε two-scale converges to u and ∇uε

two-scale converges to ∇u(λ, x) + ∇yu1(λ, x, y).
2. Let (uε) and (ε∇uε) be bounded sequences in L2(Λ × Ω)). Then there exists

u0 ∈ L2(Λ × Ω, H1
per(Z)) such that, up to a subsequence, uε and ε∇uε two-scale

converge to u0(λ, x, y) and ∇yu0(λ, x, y), respectively.
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Now, we transfer the compactness results to the case of a sequence uε defined on
an (n− 1)-dimensional ε-periodic manifold Γε ∈ Ω. Let Γ ∈ Z be a smooth (n− 1)-
dimensional manifold (in our application a sphere, n = 3). Then Γε is the union of
all εΓ. For each Γε we consider the space L2(Γε) equipped with the scalar product
(u, v)Γε := ε

∫
Γε u(x)v(x)dx.

Definition 6.4 (see [37]). A sequence of functions (wε) ∈ L2(Λ× Γε) is said to
two-scale converge to a limit w ∈ L2(Λ×Ω×Γ) iff for any ψ ∈ D(Λ×Ω, C∞

per(Γ)) we
have

lim
ε→0

ε

∫
Λ

∫
Γε

wε(λ, x)ψ
(
λ, x,

x

ε

)
dγxdλ =

∫
Λ

∫
Ω

∫
Γ

w(λ, x, y)ψ(λ, x, y)dxdγydλ.

Theorem 6.5. 1. From each bounded sequence (wε) in L2(Λ×Γε) we can extract
a subsequence which two-scale converges to w ∈ L2(Λ × Ω × Γ).

2. If the sequence (wε) is bounded in L∞(Λ × Γε), then the limit w belongs to
L∞(Λ × Ω × Γ).

Proof. For the proof of 1, see [37].
2. We know that if wε is bounded in L2((0, T ) × Γε), then there exists w ∈

L2((0, T ) × Ω × Γ) such that wε → w two-scale [37]. Now we use the proof of that
theorem and show that if wε is bounded in L∞((0, T ) × Γε), then wε → w two-scale

and w ∈ L∞((0, T ) × Ω × Γ). We define με(φ) = ε
∫ T

0

∫
Γε w

ε(t, x)φ(t, x, x
ε ) dγε

x dt and
obtain

|με(φ)| ≤ ||wε||L2((0,T )×Γε)

(∫ T

0

∫
Γε

ε
∣∣∣φ(

x,
x

ε

)∣∣∣2 dγε
x dt

) 1
2 ≤ c||φ||2C0([0,T ]×Ω̄;C0

per(Γ)).

Therefore, {με} is a bounded sequence of functionals on C0([0, T ]×Ω̄;C0
per(Γ)). Since

this space is a separable Banach space, there exists a subsequence of με that converges
weakly∗ to μ. Using the boundedness of wε and a variant of the oscillation lemma [2],
we obtain

|μ(φ)| = lim
ε→0

|με(φ)| ≤ C lim
ε→0

(∫ T

0

∫
Γε

ε
∣∣∣φ(

x,
x

ε

)∣∣∣2 dγε
x dt

) 1
2

= c||φ||L2((0,T )×Ω×Γ).

Therefore, μ is a bounded functional on L2((0, T )×Ω×Γ). The Riesz representation
theorem implies the existence of a function w ∈ L2((0, T ) × Ω × Γ). Furthermore,
||wε||L∞((0,T )×Γε) ≤ C yields

|μ(φ)| = lim |με(φ)| ≤ C lim
ε→0

∫ T

0

∫
Γε

ε
∣∣∣φ(

x,
x

ε

)∣∣∣ dγε
x dt = c||φ||L1((0,T )×Ω×Γ).

Finally, we conclude

||w||L∞((0,T )×Ω×Γ) =
〈w, φ〉

||φ||L1((0,T )×Ω×Γ)

=
|μ(φ)|

||φ||L1((0,T )×Ω×Γ)
≤

C||φ||L1((0,T )×Ω×Γ)

||φ||L1((0,T )×Ω×Γ)
= C.

Theorem 6.6 (see [37]). Let (uε) and (ε∇uε) be bounded sequences in L2(Λ ×
Γε)). Then there exists u0 ∈ L2(Λ × Ω, H1

per(Γ)) such that, up to a subsequence, uε

and ε∇uε, two-scale converge to u0(λ, x, y) and ∇yu0(λ, x, y), respectively.
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