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In this paper we prove the existence of global solutions of the haptotaxis model of cancer

invasion for arbitrary non-negative initial conditions. Uniform boundedness of the solutions is

shown using the method of bounded invariant rectangles applied to the reformulated system of
reaction-di®usion equations in divergence form with a diagonal di®usion matrix. Moreover, the

analysis of the model shows how the structure of kinetics of the model is related to the growth

properties of the solutions and how this growth depends on the ratio of the sensitivity function

(describing the size of haptotaxis) and the di®usion coe±cient. One of the implications of our
analysis is that in the haptotaxis model with a logistic growth term, cell density may exceed the

carrying capacity, which is impossible in the classical logistic equation and its reaction-di®usion

extension.
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1. Introduction

Recently, a number of studies were published concerning mathematical models for

cancer invasion, see for example Refs. 1, 2, 4, 5, 18, 32 and 28. Many of these papers

examine the spread of cancer cells using systems of partial di®erential equations with

cancer cell migration governed by random motility, i.e. di®usion, and the directed

response of the cells to extracellular matrix (ECM) gradients, i.e. haptotaxis. In such

model it is usually assumed that haptotaxis occurs when cells respond to gradients of

non-di®usible molecules and migrate towards their higher concentrations. The ECM

gradients are assumed to be created when the ECM is degraded by the matrix

degrading enzymes (MDEs) secreted by cancer cells.
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The generic mathematical model of this process has the form:

@tu ¼ Du�u�r � ð�ðvÞurvÞ þ F1ðu; v;mÞ; ð1:1Þ
@tv ¼ F2ðv;mÞ; ð1:2Þ
@tm ¼ Dm�mþ F3ðu; v;mÞ ð1:3Þ

with ðt;xÞ 2 ð0;T Þ � �, non-negative initial conditions and zero-°ux boundary

conditions.

This system was proposed by Anderson and colleagues,1 to model the interactions

between the cancer cells and the surrounding tissue in the initial, avascular stage of

growth of a solid tumor. The three partial di®erential equations describe the evol-

ution in time and space of cancer cell density (denoted by u), the extracellular matrix

protein density (denoted by v) and the matrix degrading enzyme concentration

(denoted by m). The two key factors governing migration of cancer cells during

invasion are random motion and haptotaxis. In addition to migration, the model

includes a term describing cell growth (proliferation and death) expressed by a

kinetics function F1.

Function � is called the sensitivity function and describes the sensitivity of the

cancer cells to the gradient of the ECM (strength of haptotaxis). The rate of hap-

totaxis is assumed to depend on the density of the ECM and is generally chosen as a

decreasing positive function re°ecting the observation that sensitivity is lower for

higher densities of the ECM, which is a saturation e®ect. Using the derivation based

on kinetic analysis of a model mechanism for binding dynamics of the extracellular

ligand to a cell-surface receptor, Sherratt,30 proposed the following sensitivity

function:

�ðvÞ ¼ �

ð�0 þ �0vÞ2
; ð1:4Þ

where � � 0 and �0; �0 > 0.

The dynamics of the ECM is modeled using an ordinary di®erential equation,

assuming that there is neither spatial transport of the ECM nor its remodeling and

that the ECM is degraded upon contact with the matrix degrading enzyme (MDE)

secreted by the cancer cells at the rate F2ðv;mÞ ¼ ��vm. The spatio-temporal

evolution of the concentration of the MDE is assumed to occur through di®usion,

production depending on interaction between cancer cells and the ECM, and loss

through simple degradation, F3ðu; v;mÞ ¼ ��mmþ �muv.

This model belongs to the wide class of the so-called chemotaxis models (for review

see Refs. 13, 12 and references therein). There exists a vast literature concerning

mathematical analysis of di®erent reaction-di®usion-taxis models. In the case of

chemotaxis the cells follow the gradient of the di®usible chemical, which is produced

by themselves, as it is the case in classical Keller�Segel model, or by the external

source, see e.g. Ref. 16. It is well known that in the classical chemotaxis model

solutions may exhibit singularities in ¯nite time, such as explosions, see e.g. Refs. 15

and 25.

450 A. Marciniak-Czochra & M. Ptashnyk



In the case of haptotaxis the movement of cells follows the gradient of the non-

di®usible molecules, which is degraded by cells. In the model of haptotaxis numerical

simulations indicate the existence of bounded solutions, see e.g. Ref. 32. The aim of

this work is to check if indeed the solutions of the model of haptotaxis are uniformly

bounded and how these bounds depend on the reaction terms.

System of a similar structure, however with linear kinetics of the ECM,

F3ðu; v;mÞ ¼ ��mþ �u, constant sensitivity function �, and considering only

spatial transport of cancer cells, i.e. F1ðu; vÞ ¼ 0, was studied by Morales-Rodrigo in

Ref. 23. Local existence and uniqueness of the model solutions in H€older spaces were

shown using the Schauder ¯x-point theory.

Simpli¯ed system of two equations with cell kinetics F1ðu; vÞ ¼ 0 was also ana-

lyzed by Corrias, Perthame and Zaag,7,8 who derived Lp estimates and proved the

existence of global weak solutions under the assumption that initial data are su±-

ciently small. In Ref. 33, a model with nonlocal cell kinetics F1ðu; vÞ, given by an

integral term, was studied and the existence of global solutions was shown without

imposing any smallness conditions on the initial data. Models similar to (1.1)�(1.3)

have also been studied in Refs. 3, 17 and 24.

In this paper we study the model (1.1)�(1.3) with nonzero cell kinetics F1 in the

form of a logistic growth law accounting for the competition for space, i.e. F1ðu; vÞ ¼
�uuð1� u� vÞ, as it was proposed for the modeling of cancer invasion in Ref. 1 and

follow-up papers. We show that due to the structure of the kinetics system, the

solutions of the model are uniformly bounded for arbitrary non-negative initial

conditions. For non-negative initial conditions, we show the existence of a local weak

solution, which is non-negative. Following a change of variables, we reformulate the

model as a system of reaction-di®usion equations in divergence form with a diagonal

di®usion matrix. Showing a priori estimates for the supremum norm and applying

the method of bounded invariant rectangles to the reformulated system, we prove

uniform boundedness of the model solution and the existence of the global solution.

In addition, we show Lp regularity of the model solution, which implies uniqueness.

The paper also includes the proof of higher regularity of the solutions. Analysis of the

model shows how the structure of kinetics of the haptotaxis model is related to the

growth properties of the model solution. Similar analysis can be performed for a

simpli¯ed system consisting of two equations. In this case a proof of boundedness of

model solutions in a two-dimensional domain is also presented.

2. Problem Setting

We consider a rescaled system of equations,

@tu ¼ Du�u�r � ð�ðvÞurvÞ þ �uuð1� u� vÞ; ð2:1Þ
@tv ¼ ��mv; ð2:2Þ
@tm ¼ Dm�m� �mmþ �muv; ð2:3Þ
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de¯ned in a bounded domain ð0;T Þ � � with @� � C 2, n ¼ dim � � 3, with initial

conditions

uð0;xÞ ¼ u0ðxÞ; vð0;xÞ ¼ v0ðxÞ; mð0;xÞ ¼ m0ðxÞ; ð2:4Þ
and boundary conditions

ðDuru� �ðvÞurvÞ � � ¼ 0;

Dmrm � � ¼ 0:
ð2:5Þ

In the remainder of this work we assume that the di®usion coe±cients Du > 0,

Dm > 0 and rates of reaction terms �u > 0, � > 0, �m � 0 and �m > 0 are constant.

Remark 2.1. The results of this paper can be extended to the model with space and

time dependent parameters ful¯lling certain regularity assumptions.

De¯nition 2.1. The triple ðu; v;mÞ is called a weak solution of the model (2.1)�
(2.3) with initial conditions (2.4) and boundary conditions (2.5), if u; v;m 2
L2ð0;T ;H 1ð�ÞÞ, u; v 2 L1ðð0;T Þ � �Þ, ut; vt;mt 2 L2ðð0;T Þ � �Þ such thatZ T

0

Z
�

ðut’1 þDuru � r’1 � �ðvÞurv � r’1Þ dxdt ¼
Z T

0

Z
�

�uuð1� u� vÞ’1 dxdt;Z T

0

Z
�

ðvt’2 þ �mv’2Þ dxdt ¼ 0;

Z T

0

Z
�

ðmt’3 þDurm � r’3 þ �mm’3Þ dxdt ¼
Z T

0

Z
�

�muv’3 dxdt

for all ’1 2 L2ð0;T ;H 1ð�ÞÞ, ’2 2 L2ðð0;T Þ � �Þ, ’3 2 L2ð0;T ;H 1ð�ÞÞ, and u, v, m

satisfy initial conditions (2.4), i.e. u ! u0, v ! v0, m ! m0 in L2ð�Þ as t ! 0.

To investigate the existence and boundedness of model solutions, we change the

variables so that we obtain an equivalent system with the ¯rst equation expressed in

a divergence form with a diagonal di®usion matrix, similar as in Ref. 7. Substituting

s ¼ u
�ðvÞ, where �ðvÞ is a function such that for all v > 0, Du�

0 ¼ �ðvÞ�ðvÞ and

�ð0Þ ¼ 1, we rewrite system (2.1)�(2.5) in the following form:

�ðvÞ@ts ¼ Dur � ð�ðvÞrsÞ þ s�ðvÞ �
�ðvÞ
Du

vmþ �u � �us�ðvÞ � �uv

� �
; ð2:6Þ

@tv ¼ ��mv; ð2:7Þ
@tm ¼ Dm�m� �mmþ �ms�ðvÞv; ð2:8Þ

sð0;xÞ ¼ s0ðxÞ ¼ u0=�ðv0Þ; vð0;xÞ ¼ v0ðxÞ; mð0;xÞ ¼ m0ðxÞ; ð2:9Þ
Du�ðvÞrs � � ¼ 0; Dmrm � � ¼ 0: ð2:10Þ

Function �ðvÞ can be explicitly computed and is given by

�ðvÞ ¼ exp
1

Du

Z v

0

�ðv 0Þdv 0
� �

: ð2:11Þ

From (2.11) follows that �ðvÞ � 1 for all v � 0.
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A system of two equations of similar structure as (2.6) and (2.7), i.e. consisting of a

nonlinear parabolic equation and an ordinary di®erential equation, was considered in

Ref. 10, where the existence of a unique global solution in L1ð0;T ;W 2;pð�ÞÞ was

shown under the assumption that the solution was bounded. In addition, Lp esti-

mates similar to those for chemotaxis equations in Ref. 7 were derived. In the next

step we show the existence of local weak solutions of the system (2.6)�(2.10) in the

following sense:

De¯nition 2.2. The triple ðs; v;mÞ is called a weak solution of the model (2.6)�
(2.8) with initial conditions (2.9) and boundary conditions (2.10), if s; v;m 2
L2ð0;T ;H 1ð�ÞÞ, v 2 L1ðð0;T Þ � �Þ, st; vt;mt 2 L2ðð0;T Þ � �Þ such that

Z T

0

Z
�

ð�ðvÞ@ts’1 þDu�ðvÞrs � r’1Þ dxdt

¼
Z T

0

Z
�

s�ðvÞ� �ðvÞ
Du

vm’1 dxdt

þ
Z T

0

Z
�

s�ðvÞ�uð1� s�ðvÞ � vÞ’1 dxdt; ð2:12Þ

Z T

0

Z
�

ð@tv’2 þ �mv’2Þ dxdt ¼ 0; ð2:13Þ

Z T

0

Z
�

ð@tm’3 þDmrm � r’3 þ �mm’3Þ dxdt ¼
Z T

0

Z
�

�ms�ðvÞv’3 dxdt ð2:14Þ

for all ’1 2 L2ð0;T ;H 1ð�ÞÞ, ’2 2 L2ðð0;T Þ � �Þ, ’3 2 L2ð0;T ;H 1ð�ÞÞ, and s, v, m

satisfy initial conditions (2.9), i.e. s ! s0, v ! v0, m ! m0 in L2ð�Þ as t ! 0.

Notice that the assumption s 2 L2ð0;T ;H 1ð�ÞÞ implies that Duru� �ðvÞurv 2
L2ðð0;T Þ � �Þ. Moreover, if u and v are bounded, then the existence of weak sol-

utions of the reformulated system in the sense of De¯nition 2.2 is equivalent to the

existence of weak solutions of the original system in the sense of De¯nition 2.1.

3. Main Results

In this section the main theorems of the paper are formulated. First, using Schauder

¯x-point theorem we prove a local existence of solutions of (2.6)�(2.10).

Theorem 3.1. For s0 � 0, m0 � 0, v0 � 0, s0; v0;m0 2 H 1ð�Þ, v0 2 L1ð�Þ and a

continuous and positive �, there exists a local in time, non-negative weak solution of

the system (2.6)�(2.10) (in the sense of De¯nition 2.2).

Next, we show global existence and uniform boundedness of solutions using the

method of bounded invariant rectangles.
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Theorem 3.2. For non-negative and bounded initial data, u0; v0;m0 2 H 1ð�Þ and a

continuous and positive function �, there exists a global solution of the system (2.1)�
(2.5), in the sense of De¯nition 2.1. The solution is uniformly bounded.

After showing additional regularity of global solutions of the system (2.1)�(2.5),

i.e. m 2 Lqð0;T ;W 1;qð�ÞÞ and v 2 L1ð0;T ;W 1;qð�ÞÞ, q � n ¼ dimð�Þ, the uniq-

ueness result is obtained.

Theorem 3.3. Assume that

(i) the sensitivity function � is a positive and continuous function on ½0;1Þ and is

locally Lipschitz-continuous,

(ii) initial conditions satisfy u0; v0;m0 2 L1ð�Þ, rv0;rm0 2 Lqð�Þ, where q � n,

n ¼ dimð�Þ, ru0 2 L2ð�Þ and u0 � 0, v0 � 0, m0 � 0.

Then, a weak solution of problem (2.1)�(2.5) is unique. In addition, v 2
L1ð0;T ;W 1;qð�ÞÞ, m 2 Lqð0;T ;W 1;qð�ÞÞ, where q � n ¼ dimð�Þ.

Computations in the proofs of a priori estimates are carried for classical solutions

of the regularized system. For details about regularization see the Appendix. Due to

the lower semicontinuity of norms and density arguments on the data, a priori

estimates also hold for the weak solutions of the original system.

4. Existence of a Local Solution

Local existence of solutions of the model is shown using a ¯x-point theorem. First, we

show a priori estimates for solutions s and m of system (2.6)�(2.10).

Lemma 4.1. For a continuous and positive �, jjvjjL1ðð0;T Þ��Þ � C, v � 0, s � 0,

s0 2 L2ð�Þ, and m0 2 L2ð�Þ the following estimates hold:

sup
ð0;T Þ

jjsjj 2L2ð�Þ þ jjrsjj2L 2ðð0;T Þ��Þ þ jjsjj3L 3ðð0;T Þ��Þ

� C expðCðjjvjjL1ðð0;T Þ��ÞÞðT þ jjmjj4L8ð0;T ;L 2ð�ÞÞT
1
2ÞÞjjs0jj 2L2ð�Þ; ð4:1Þ

sup
ð0;T Þ

jjmjj2L 2ð�Þ þ jjrmjj2L 2ðð0;T Þ��Þ � Cjjm0jj2L 2ð�Þ þ C sup
ð0;T Þ��

v

 !
jjsjj2L2ðð0;T Þ��Þ: ð4:2Þ

Proof. Testing Eqs. (2.6) and (2.8) with s and m respectively, we obtain

1

2

Z
�

@tð�ðvÞjsj2Þ dxþ
Z
�

Du�ðvÞrsrs dx

¼ 1

2

Z
�

� 0@tvjsj2 dxþ
Z
�

s2�ðvÞ �
�ðvÞ
Du

vm

�

þ�u � �us�ðvÞ � �uv

�
dx;

1

2

Z
�

@tjmj2 dxþ
Z
�

Dmrmrmdxþ
Z
�

�mm
2 dx

¼
Z
�

�ms�ðvÞvmdx:

ð4:3Þ
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Due to the boundedness of v, �ðvÞ is also bounded and s can be used as a test

function in (2.6). Equation (2.7) and non-negativity of s and v yield

1

2

Z
�

@tð�ðvÞjsj2Þ dxþ
Z
�

Du�ðvÞjrsj2 dxþ
Z
�

�u�ðvÞðs3�ðvÞ þ s2vÞ dx

� C sup
�

jvj
Z
�

�ujsj2 dxþ 1

2

Z
�

��ðvÞ �ðvÞ
Du

vs2jmj dx

� C sup
�

jvj
Z
�

�ujsj2 dxþ �

Du

C sup
�

jvj
Z
�

jsj3 dx
� �1=3

�
Z
�

jsj6 dx
� �1=6 Z

�

jmj2 dx
� �1=2

: ð4:4Þ

Applying Sobolev inequalities (see for example Ref. 9, Sec. 5.6),

jjsjjL3ð�Þ � Cjjsjj 1=2H 1ð�Þjjsjj1=2L 2ð�Þ

and

jjsjjL 6ð�Þ � CjjsjjH 1ð�Þ

for dimð�Þ � 3, and using the inequality ab � 3�0a
4=3=4þ b4=ð4� 30Þ, satis¯ed by any

�0 > 0, we obtain the estimateZ
�

@tð�ðvÞjsj2Þ dxþ
Z
�

Du�ðvÞjrsj2 dxþ
Z
�

�u�ðvÞðs3�ðvÞ þ s2vÞ dx

� C sup
�

jvj
Z
�

�ujsj2 dxþ �0

Z
�

ðjrsj2 þ jsj2Þ dx
 

þ 1

� 30

Z
�

jsj2 dx
Z
�

jmj2 dx
� �2

!
:

Choosing �0 such that Du � Cðsupð0;T Þ�� vÞ�0 � d1 > 0, and integrating equations in

(4.3) with respect to t over ð0; �Þ for any � 2 ½0;T � leads to
1

2

Z
�

�ðvÞjsj2 dxþ
Z �

0

Z
�

ðd1jrsj2 þ �u�ðvÞðs3�ðvÞ þ s2vÞÞ dxdt

� 1

2

Z
�

�ðv0Þjs0j2 dxþ C sup
ð0;�Þ��

v

 !Z �

0

Z
�

jsj2 1þ
Z
�

jmj2 dx
� �2

 !
dxdt;

1

2

Z
�

jmj2 dxþ
Z �

0

Z
�

ðDmjrmj2 þ �mm
2Þ dxdt

� 1

2

Z
�

jm0j2 dxþ �m
2

Z �

0

Z
�

jmj2 dxdt þ �m
2

Z �

0

Z
�

jv�ðvÞj2jsj2 dxdt:
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Using the Gronwall inequality (see Ref. 9, Chap. B2), and the fact that �ðvÞ � 1 we

conclude that

sup
ð0;T Þ

Z
�

jsj2 dxþ
Z T

0

Z
�

ðjrsj2 þ jsj3Þ dxdt

� C exp C sup
ð0;T Þ��

v

 !
ðT þ jjmjj4L 8ð0;T ;L2ð�ÞÞT

1
2Þ

 !Z
�

js0j2 dx;

sup
ð0;T Þ

Z
�

jmj2 dxþ
Z T

0

Z
�

ðjrmj2 þ jmj2Þ dxdt

� C

Z
�

jm0j2 dxþ C sup
ð0;T Þ��

v

Z T

0

Z
�

jsj2 dxdt:

Using the a priori estimates we prove the local existence theorem.

Proof of Theorem 3.1. Non-negativity of solutions for non-negative initial con-

ditions s0 � 0, v0 � 0, and m0 � 0 is a consequence of the maximum principle. In

order to apply the maximum principle, we consider a regularization of the equation

for v. For details see the Appendix.

The existence of a solution will be proved by showing the existence of a ¯x-point of

an operator K de¯ned on L8ð0;T ;L2ð�ÞÞ by m ¼ Kð �mÞ with m being a solution of

�ðvÞ@ts ¼ Dur � ð�ðvÞrsÞ þ s�ðvÞ �
�ðvÞ
Du

v �m þ �u � �us�ðvÞ � �uv

� �
; ð4:5Þ

@tv ¼ �� �mv; ð4:6Þ
@tm ¼ Dm�m� �mmþ �ms�ðvÞv: ð4:7Þ

Existence and boundedness of v is a straightforward consequence of Eq. (4.6). Indeed,

for a given �m 2 L8ð0;T ;L2ð�ÞÞ a solution vð �mÞ of the problem

@tv ¼ �� �mv;

vð0Þ ¼ v0ðxÞ
has the form

vðt;xÞ ¼ v0ðxÞe��
R t

0
�mð�;xÞd� ð4:8Þ

and we conclude that 0 � v � sup� v0 for �m � 0 and v0 � 0.

For �m 2 L8ð0;T ;L2ð�ÞÞ, using estimate (4.1) from Lemma 4.1 and the Galerkin

method, we obtain a solution sð �mÞ 2 L2ð0;T ;H 1ð�ÞÞ \ L1ð0;T ;L2ð�ÞÞ of Eq. (4.5)
(see Ref. 19). Moreover,

jjsjj2L 2ð�Þð�Þ � exp C sup
�

v0

� �
ð� þ jj �mjj4L 8ð0;� ;L2ð�ÞÞ� 1=2Þ

� �
jjs0jj2L 2ð�Þ

for any � 2 ½0;T �. Estimate (4.2) in Lemma 4.1 and the Galerkin method also imply

the existence ofm 2 L2ð0;T ;H 1ð�ÞÞ \ L1ð0;T ;L2ð�ÞÞ (see Ref. 19). Using @tm as a
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test function for Eq. (4.7) and the regularity of m0 we obtainZ T

0

Z
�

j@tmj2 dxþ Dm

2
sup
0�t�T

Z
�

jrmj2 dx � Dm

2

Z
�

jrm0j2 dx

þ C

Z T

0

Z
�

�0j@tmj2 þ � 2m
�0

jmj2 þ 1

�0
sup

ð0;T Þ��

vjsj2
 !

dxdt: ð4:9Þ

In conclusion, m 2 H 1ð0;T ;L2ð�ÞÞ \ L1ð0;T ;H 1ð�ÞÞ.
A priori estimates for m and s guarantee that, for a time T � small enough,

the operator K satis¯es K : BR ! BR and also K : L8ð0;T ;L2ð�ÞÞ ! L1ð0;T ;
H 1ð�ÞÞ \H 1ð0;T ;L2ð�ÞÞ � L8ð0;T ;L2ð�ÞÞ. Since L1ð0;T ;H 1ð�ÞÞ \H 1ð0;T ;
L2ð�ÞÞ � L8ð0;T ;L2ð�ÞÞ is a compact embedding (see Ref. 21), we apply Schauder

¯x-point theorem and obtain the existence of a solution for t 2 ½0;T ��.
To show that the solution has the regularity required by De¯nition 2.2, we apply

@ts as test function in Eq. (4.5) and obtainZ T �

0

Z
�

j@tsj2 dxdtþ sup
ð0;T �Þ

Z
�

ðDu�ðvÞjrsj2 þ �us
3�2ðvÞÞ dx

þ
Z T �

0

Z
�

�ðvÞ�ðvÞ
Du

�mjrsj2 dxdt

� C

Z
�

ð�ðv0Þjrs0j2 þ �2ðv0Þs 3
0Þ dx

þ C sup
ð0;T �Þ��

jvj
 !Z T �

0

Z
�

�0j@tsj2 þ
1

�0
jsj2

� �
dxdt

þ jjsjj 2L2ð0;T �;L 4ð�ÞÞ þ jjmjj 2L1ð0;T �;L 4ð�ÞÞ

� C

Z T �

0

Z
�

s3�2ðvÞmvdxdt: ð4:10Þ

The Sobolev Embedding Theorem for dimð�Þ � 4 (see Ref. 9) yields

jjsjjL2ð0;T �;L 4ð�ÞÞ � CjjsjjL2ð0;T �;H 1ð�ÞÞ;
jjmjjL1ð0;T �;L 4ð�ÞÞ � CjjmjjL1ð0;T �;H 1ð�ÞÞ:

Since the last integral in (4.10) is nonpositive, estimates obtained above for s and m

imply boundedness of @ts in L2ðð0;T �Þ � �Þ and rs in L1ð0;T �;L2ð�ÞÞ.
Boundedness of @tv in L2ðð0;T �Þ � �Þ directly follows from Eq. (4.6) using @tv as

a test function and taking into account that v � sup� v0 and jjmjjL 2ðð0;T �Þ��Þ � C.

The regularity v 2 L2ð0;T �;H 1ð�ÞÞ is obtained using (4.8) and the regularity of

v0 2 H 1ð�Þ and m 2 L2ð0;T �;H 1ð�ÞÞ.
Remark 4.1. Existence of a local weak solution of (2.6)�(2.10) with s;m 2
L1ð0;T �;H 1ð�ÞÞ implies also the existence of a local solution of (2.1)�(2.5)

such that v;m 2 L2ð0;T �;H 1ð�ÞÞ, Duru� �ðvÞurv 2 L2ðð0;T �Þ � �Þ, u; v;m 2
H 1ð0;T �;L2ð�ÞÞ.
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5. Boundedness and Existence of a Global Solution

Theorem 5.1. For non-negative and bounded initial conditions and a positive and

continuous sensitivity function �, the solutions of the problem (2.1)�(2.5) are

uniformly bounded.

In the proof of this theorem we will use the following result on the regularity of m.

Lemma 5.1. Suppose that m0; s0; v0 2 L1ð�Þ, m0 � 0; s0 � 0; v0 � 0, and � is

positive and continuous, then the solution m of the system (2.6)�(2.8) satis¯es,

m 2 L1ð0;T ;C 0;	ð��ÞÞ; p > n; 	 ¼ n

p

� �
þ 1� n

p
for all T 2 ð0;1Þ;Z t

0

jjmjjC 0;	ð��Þd� � C tþ sup
�

u0 þ sup
�

m0

� �
	

;

where C and 	 are some positive constants.

Proof. In the proof we use the fact that solutions s; v;m are non-negative.

Integration of Eq. (2.6) yields

@t

Z
�

s�ðvÞ dxþ �u

Z
�

s2�ðvÞ2 dxþ �u

Z
�

s�ðvÞv dx ¼ �u

Z
�

s�ðvÞ dx:

Then, the integration with respect to t, v � sup� v0, 1 � �ðvÞ � C, the boundedness

of the domain � and Young inequality implyZ
�

s dx �
Z
�

s�ðvÞ dx � C1tþ
Z
�

s0�ðv0Þ dx for all t 2 ½0;1Þ:

For s 2 L1ð0;T ;L
ð�ÞÞ due to the regularity theory for parabolic equations, see

Ref. 14, and Eq. (2.8), we obtain

jjmjjW 1;qð�Þ � c1ðjjm0jjL 1ð�Þ þ jjsjjL1ð0;t;L
ð�ÞÞÞ
for t 2 ð0;T �; q <

n


n� 

; 
 2 ½1;n�;

jjmjjLrð�Þ � c2ðjjm0jjLrð�Þ þ jjsjjL1ð0;t;L
ð�ÞÞÞ
for t 2 ½0;T �; r <

n


n� 2

; 
 2 ½1;n=2�:

Testing Eq. (2.6) with psp�1
� , where s� ¼ sþ �, � > 0, for 1 < p < 2 and s� ¼ s for

p � 2, and using Gagliardo�Nirenberg inequality we obtain

@t

Z
�

�ðvÞsp� dxþ
Z
�

�ðvÞ 4ðp� 1ÞDu

p
jrðs

p
2
�Þj2 þ �up�ðvÞspþ1

�

� �
dx

� C

Z
�

sp
��ðvÞ dxþ �ðp� 1Þ

Du

Z
�

�ðvÞ�ðvÞvmsp� dx

� C1

Z
�

mr 0 dx

� � 1
r 0 Z

�

spr
� dx

� �1
r

þ C

Z
�

sp��ðvÞ dx

458 A. Marciniak-Czochra & M. Ptashnyk



� C1

Z
�

mr 0 dx

� � 1
r 0 Z

�

s
� dx

� �ðr�1Þp
r


Z
�

ðsp
� þ jrðs

p
2
�Þj2Þ dx

� �1
r

þ C

Z
�

sp��ðvÞ dx

� C�

Z
�

mr 0 dx

� � Z
�

s
� dx

� �p



þ C2�

Z
�

ðsp� þ jrðs
p
2
�Þj2Þ dx

þ C

Z
�

sp��ðvÞ dx:

Here

p 2 ð
; 2
� such that
np

npþ 2

<

1

r
< 1þ 2

n
� 1



;

1

r
þ 1

r 0
¼ 1:

Choosing 
 ¼ 1 and limit �! 0, following integration with respect to time and using

the Lebesgue Theorem, we obtainZ
�

�ðvÞsp dx � Ct C1tþ
Z
�

u0 dxþ sup
�

m0

� �
r 0

C1tþ
Z
�

u0 dx

� �
p

þCtþ
Z
�

�ðv0Þsp0 dx

for all t 2 ½0;T �, with 1 < p < 4
3 and 3

2 < r < 1þ 2
3p for n ¼ 3,

1 < p � 2 and 1 < r < 1þ 1

p
for n ¼ 2:

Iterating over p and 
 and using the regularity results from the semigroup theory, we

conclude that m 2 L1ð0;T ;W 1;pð�ÞÞ and for p such that p > n, using the Sobolev

Embedding Theorem, we obtainZ t

0

jjmjjC 0;�ð��Þ d� � C tþ sup
�

u0 þ sup
�

m0

� �
	

for some positive constant 	.

Proof of Theorem 5.1. We consider the equivalent formulation (2.6)�(2.8) and

rewrite Eq. (2.6) in the form

@ts ¼ Du�sþDu

� 0ðvÞ
�ðvÞ rvrsþ s �

�ðvÞ
Du

vmþ �u � �us�ðvÞ � �uv

� �
: ð5:1Þ

Now, using the framework of invariant rectangles (see Ref. 31 for � � R1 and Ref. 6

for � � Rn) we show that solutions of the system (2.6)�(2.10) are uniformly

bounded. The theory of bounded invariant rectangles can be applied to this problem

using a regularization argument (for details see the Appendix).
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First, we solve the equation for v and obtain

v ¼  ðt;x;mÞ ¼ v0ðxÞe��
R t

0
mð�;xÞd�

:

Non-negativity of m implies that v is uniformly bounded by �v ¼ sup� v0ðxÞ. We

introduce a set

� ¼ fðs;mÞ : 0 � s � �s; 0 � m � �mg: ð5:2Þ
Let Fs and Fm denote the kinetics of the system (2.6)�(2.8), i.e. Fsðs;m; tÞ ¼
sð� �ð Þ

Du
 mþ �u � �us�ð Þ � �u Þ and Fmðs;m; tÞ ¼ ��mmþ �ms�ð Þ . To show

that there exist constants �s and �m <1 such that sðt;xÞ � �s, mðt;xÞ � �m; for every

t � 0, x 2 �, and an initial condition ðs0;m0Þ 2 �, we check that there exist con-

stants �s; �m such that for s � �s, m � �m, the vector ¯eld ½Fs;Fm� does not point

outwards �, i.e. Fsðs;m; tÞjs¼�s � 0 and Fmðs;m; tÞjm¼ �m � 0.

In turn, since s � 0, the condition for boundedness of s, Fsðs;m; tÞjs¼�s � 0, is

satis¯ed if there exists a constant �s such that

�s � �=Du�ð Þ mþ �u � �u 

�u�ð Þ

¼ 1

�ð Þ þ
�=Du�ð Þ m� �u 

�u�ð Þ
for all t � 0; x 2 ��:

ð5:3Þ

Properties of the function � imply that 0 � �ð Þ � B. Moreover, �ð Þ is always

bounded away from 0. Thus, to ¯nd �s satisfying (5.3), it is enough to show that the

product mðt;xÞ ðt;mðt;xÞÞ is uniformly bounded. For this we consider a function of

m given by

fðmÞ ¼ m ¼ v0me
��
R t

0
md�

for all t � 0; x 2 ��:

We show that fðmÞ is an eventually nonincreasing function.

First, we show that the solutions of the model (2.6)�(2.8) can be estimated by the

solutions of the ODEs system with the kinetics corresponding to the supremum over

space of the original zeroth-order terms calculated in the proceeding time points. The

proof is based on the considerations similar to those used in the proof of Theo-

rem 14.16 in Ref. 31.

Lemma 5.2. Let SðtÞ and MðtÞ be solutions of the following equations:

dS

dt
¼ S � sup

�

�ðvÞ
Du

v

� �
sup
�

mðt;xÞ þ �u

� �
;

Sð0Þ ¼ sup
�

s0ðxÞ;
dM

dt
¼ �mS sup

�
ð�ðvÞvÞ;

Mð0Þ ¼ sup
�

m0ðxÞ
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with m and v given by system (2.6)�(2.8). Then, the solutions of the system (2.6)�
(2.8) satisfy sðt;xÞ � SðtÞ and mðt;xÞ � MðtÞ for every x 2 �� and t 2 ½0;T �.
Proof of Lemma 5.2. Notice that SðtÞ, MðtÞ are also solutions of

@tS ¼ Du�S þDu

� 0ðvÞ
�ðvÞ rvrS þ S � sup

�

�ðvÞ
Du

v

� �
sup
�

mðt;xÞ þ �u

� �
;

Sð0Þ ¼ sup
�

s0ðxÞ; DurS � � ¼ 0;

@tM ¼ Dm�M þ �mS sup
�
ð�ðvÞvÞ;

Mð0Þ ¼ sup
�

m0ðxÞ; DmrM � � ¼ 0:

For 
ðt;xÞ ¼ sðt;xÞ � SðtÞ and !ðt;xÞ ¼ mðt;xÞ �MðtÞ we obtain

@t
 ¼ Du�
þDu

� 0ðvÞ
�ðvÞ rvr
þ 
 � sup

�

�ðvÞ
Du

v

� �
sup
�

mðt;xÞ þ �u

� �

��s sup
�

�ðvÞ
Du

v

� �
sup
�

mðt;xÞ � �ðvÞ
Du

vmðt;xÞ
� �

� �usðs�ðvÞ þ vÞ;

@t! ¼ Dm�!þ �m
 sup
�
ð�ðvÞvÞ � s sup

�
ð�ðvÞvÞ � �ðvÞv

� �
� �mm:

To show that 
 � 0 and ! � 0 we have to check that (i) F
 � 0 for 
 ¼ 0; ! � 0 and

(ii) F! � 0 for ! ¼ 0; 
 � 0, where F
 and F! are zeroth-order terms of the equations

for 
 and ! respectively.

These conditions are ful¯lled, since s � 0, v � 0 and m � 0. Thus, applying

Theorem 14.11, Ref. 31 we obtain that sðt;xÞ � SðtÞ and mðt;xÞ � MðtÞ for all

ðt;xÞ 2 ½0;T � � ��.

Using Lemmas 5.2 and 5.1 we show that m exists globally. Indeed, solving

equations for S and M results in the estimate

mðx; tÞ � MðtÞ � C1t exp C2

Z t

0

sup
x2��

mð�;xÞd� þ C3t

 !
; ð5:4Þ

for every x 2 ��, and C1, C2 some positive constants depending on the model par-

ameters and initial conditions.

In turn, using the regularity of m given by Lemma 5.1 and the inequality (5.4) we

conclude that m is bounded for every ¯nite time point t. Therefore, in every x 2 ��, m

is uniformly bounded or
R t
0
mð�;xÞd� is growing. In the latter case, for a given con-

stant � there exists t� 2 ð0;1Þ such that
R t �
0
mð�;xÞd� � 1=�. If

R t �
0
mð�;xÞd� � 1=�,

then the function fðmÞ is monotone nonincreasing for every t � t�. Moreover, there

exists a constant A such that

m � A for m � 0; t � 0; x 2 ��:

This allows us to conclude that there exists �s such that the inequality (5.3) is ful¯lled

for all t � 0.
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To show that there exists a constant �m such that Fmðs;m; tÞjm¼ �m � 0, we have to

show that there exists �m such that

�m � �m �ð Þs=�m: ð5:5Þ
For s � �s and v � �v, the right-hand side of the inequality (5.5) can be estimated from

above by �m
�m

�v�max �s and therefore any

�m � �m
�m

�v�max �s

ful¯lls the inequality (5.5).

Finally, we conclude that for �s; �m large enough, the vector ¯eld ½Fs;Fm� does not
point outwards to �, and, therefore, � is invariant for system (2.6)�(2.10).

Since �s, �m can be chosen arbitrarily large, we also conclude that the solutions of

the system (2.6)�(2.8) with non-negative initial conditions are uniformly bounded.

Boundedness of s and v imply boundedness of u. Hence we conclude that the solutions

of the original system (2.1)�(2.5) are uniformly bounded for all t 2 ½0;1Þ.
Remark 5.1. Inequality (5.3) yields the following estimate for u ¼ s�ðvÞ,

u � 1þ �v
� �m

�u

sup�ðvÞ
Du

� 1

� �
:

This shows the dependence of the bound of the solution on the di®usion parameter

Du and the sensitivity function �. In particular, the above inequality indicates that

increasing value of �ðvÞDu
may lead to the increase of bounds for uþ v.

Using the boundedness of the solutions, the global existence theorem can be shown.

Proof of Theorem 3.2. For u; v 2 L1ðð0;T Þ � �Þ, De¯nitions 2.1 and 2.2 are

equivalent. Thus, the existence of global solutions of system (2.1)�(2.5) is equivalent

to the existence of global solution of (2.6)�(2.10). The latter results from a standard

argument based on the theory of bounded invariant rectangles,31 which provides a

priori L1 estimates for the solutions of the system.

5.1. Uniqueness of solutions

For the proof of uniqueness of solutions of the system considered, we need more

regularity of v. Therefore, we prove the following:

Lemma 5.3. For m � 0, m 2 Lqð0;T ;W 1;qð�ÞÞ, and v0 2 W 1;qð�Þ where 2 �
q <1 the following estimate is ful¯lled

sup
ð0;T Þ

jjrvjj qLqð�Þ � Cjjrv0jj qLqð�Þ þ C sup
ð0;T Þ��

v

Z T

0

Z
�

jrmjq dxdt:

Proof. To obtain the estimate, we di®erentiate the equation for v with respect to xi,

1 � i � n ¼ dimð�Þ, use jvxi jq�2vxi as a test function, and integrate over t in the
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interval ð0; �Þ for any � 2 ½0;T �. We obtainZ
�

jvxi jq �
Z
�

jv0;xi jq dxþ
Z �

0

Z
�

�

q
jvj jmxi jq dxdt

þ
Z �

0

Z
�

q � 1

q
�jvj jvxi jq dxdt� �

Z �

0

Z
�

jvxi jqm dxdt:

Since 0 � v � sup� v0 for m � 0, and also the last integral is non-negative, the

Gronwall inequality yields the estimate for vxi for all 1 � i � n.

Proof of Theorem 3.3. Lemma 5.1 and Theorem 3.2 imply the existence of a weak

bounded solution of the system (2.1)�(2.5). To show uniqueness we assume that

there exist two solutions of (2.1)�(2.5) denoted by ðu1; v1;m1Þ and ðu2; v2;m2Þ. The
di®erences ~u ¼ u1 � u2, ~v ¼ v1 � v2, ~m ¼ m1 �m2 satisfyZ T

0

Z
�

ð@t~u’1 þDur~ur’1 � �ðv1Þu1r~vr’1 þ ð�ðv1Þu1 � �ðv2Þu2Þrv2r’1Þ dxdt

¼
Z T

0

Z
�

ð�u~uð1� u1 � v1Þ � �uu2ð~u þ ~vÞÞ’1 dxdt; ð5:6Þ
Z T

0

Z
�

ð@t~v þ � ~mv1 þ �m2~vÞ’2 dxdt ¼ 0; ð5:7Þ
Z T

0

Z
�

ð@t ~m’3 þDmr ~mr’3 þ �m ~m’3Þ dxdt

¼
Z T

0

Z
�

ð�m~uv1 þ �mu2~vÞ’3 dxdt ð5:8Þ

for ’1; ’3 2 L2ð0;T ;H 1ð�ÞÞ, ’2 2 L2ðð0;T Þ � �Þ. Using ~u , ~v, ~m as test functions in

Eqs. (5.6)�(5.8) respectively, we obtain, for any � 2 ½0;T �,
1

2

Z
�

j~uj2 dxþ
Z �

0

Z
�

Dujr~u j2 dxdt

�
Z �

0

Z
�

�ðv1Þu1r~vr~u dxdtþ
Z �

0

Z
�

ð�ðv1Þu1 � �ðv2Þu2Þrv2r~u dxdt

þ C

Z �

0

Z
�

ðj~u j2 þ j~vj2 þ j~u j2Þ dxdt; ð5:9Þ
Z
�

j~vj2 dx � C

Z �

0

Z
�

ðj ~mj2 þ j~vj2Þ dxdt; ð5:10Þ

1

2

Z
�

j ~mj2 dxþ
Z �

0

Z
�

ðDmjr ~mj2 þ �mj ~mj2Þ dxdt

� C

Z �

0

Z
�

ðj ~mj2 þ j~u j2 þ j~vj2Þ dxdt: ð5:11Þ
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We estimate Z �

0

Z
�

ð�ðv1Þu1 � �ðv2Þu2Þrv2r~u dxdt

� ðjju1 � u2jjL2;pðð0;T Þ��Þ þ jjv1 � v2jjL2;pðð0;T Þ��ÞÞ
� jjrv2jjL1;p 0 ðð0;T Þ��Þjjr~ujjL 2ðð0;T Þ��Þ;

where 1
p þ 1

p 0 ¼ 1
2 and p ¼ 2n

n�2 for n ¼ dimð�Þ > 2, p <1 for n ¼ 2, and p ¼ 1 for

n ¼ 1.

Applying the Sobolev Embedding Theorem,9 we conclude that

jju1 � u2jjL 2ð0;� ;Lpð�ÞÞ � Cjj~ujjL 2ð0;� ;H 1ð�ÞÞ;
jjv1 � v2jjL 2ð0;� ;Lpð�ÞÞ � Cjj~vjjL 2ð0;� ;H 1ð�ÞÞ:

For a bounded solution ðu; v;mÞ, the semigroup theory (see Theorem 3.6 in Ref. 26,

Chap. 7, p. 215) yields that m 2 Lqð0;T ;W 1;qð�ÞÞ for any 1 < q <1. Thus, using

the estimate in Lemma 5.3 we conclude that jjrv2jjL1;p 0 ðð0;T Þ��Þ � C.

Remark 5.2. The regularity of m can be shown directly using a priori estimates, as

it is done in Sec. 5.2.

Di®erentiating equation for ~v with respect to xi, 1 � i � n, and using @xi ~v as a test

function, we obtain for � 2 ½0;T �Z �

0

Z
�

@tj@xi ~vj2 dx � C

Z �

0

Z
�

ðj@xi ~mjj@xi ~vj þ j ~mjj@xiv1jj@xi ~vj

þ j@xim2jj~vjj@xi ~vjÞ dxdtþ
Z �

0

Z
�

jm2jj�xi ~vj2 dxdt

� C

Z �

0

Z
�

�0j@xi ~mj2 þ 3

�0
j@xi ~vj2

� �
dxdt

þ �0jj ~mjj2L 2ð0;� ;Lpð�ÞÞjj@xiv1jj 2L1ð0;� ;Lp 0 ð�ÞÞ
þ �0jj@xim2jj2L 2ð0;� ;Lp 0 ð�ÞÞjj~vjj2L1ð0;� ;Lpð�ÞÞ:

The Sobolev Embedding Theorem yields

jj ~mjjL2ð0;� ;Lpð�ÞÞ � Cjj ~mjjL 2ð0;� ;H 1ð�ÞÞ;
jj~vjjL1ð0;� ;Lpð�ÞÞ � Cjj~vjjL1ð0;� ;H 1ð�ÞÞ:

Thus, using that jjrm2jj 2L2ð0;� ;Lp 0 ð�ÞÞ � C and jjrv1jj2L1ð0;� ;Lp 0 ð�ÞÞ � C we obtain

sup
0�t��

Z
�

j@xi ~vj2 dx � C

Z �

0

Z
�

�0j@xi ~mj2 dxdtþ C�0 sup
0�t��

Z
�

j~vj2 dx

�
Z �

0

Z
�

�0j@xi ~mj2 dxdt þ C�0

Z �

0

Z
�

j ~mj2 dxdt:

Adding inequalities (5.9)�(5.11) and using the Gronwall inequality we obtain

sup
0�t�T

Z
�

ðj~u j2 þ j~vj2 þ j ~mj2Þ dx � 0;

which proves the uniqueness of solutions.
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5.2. W 2,q regularity

In this section we show higher regularity of the model solutions.

Lemma 5.4. For m � 0, m 2 Lqð0;T ;W 2;qð�ÞÞ, and v0 2 W 2;qð�Þ the following

estimate holds:

jjr2vjj qLqð�Þ � jjr2v0jj qLqð�Þ þ C sup
ð0;T Þ��

jvj
Z T

0

Z
�

ðjrvj2q þ jrmj2q þ jr2mjqÞ dxdt:

Proof. Di®erentiating the equation for v with respect to xi and xj and testing the

obtained equation with jvxixj jq�2vxixj yields, for any � 2 ½0;T �,
1

2

Z
�

jvxixj jq dx � 1

2

Z
�

jv0;xixj jq dxþ �
q � 1

q

Z �

0

Z
�

1þ sup
ð0;�Þ��

jvj
 !

jvxixj jq dxdt

þ
Z �

0

Z
�

�

2q
ðjvxi j2q þ jvxj j2q þ jmxi j2q þ jmxj j2qÞ dxdt

þ �

q
sup

ð0;T Þ��

jvj
Z �

0

Z
�

jmxixj jq dxdt� �

Z �

0

Z
�

mjvxixj jq dxdt:

Since the last integral is nonpositive, applying the Gronwall inequality provides the

required estimate.

Lemma 5.5. Under the assumptions of Theorem 3.2 and s0;m0 2 W 2;qð�Þ, the

following estimates hold

sup
ð0;T Þ

Z
�

jstjq dx � C sup
ð0;T Þ��

fv;m; sg; jjs0jjW 2;qð�Þ

 !

þC sup
ð0;T Þ��

fv;mg
 !Z T

0

Z
�

jrsjq dxdt;

sup
ð0;T Þ

Z
�

jmtjq dx � C sup
ð0;T Þ��

fv; s;mg; jjs0jjW 2;qð�Þ

 !

þC sup
ð0;T Þ��

v

 !Z T

0

Z
�

jstjq dxdt:

Proof. Di®erentiating Eqs. (2.6) and (2.8) with respect to t, we obtain

�ðvÞ@ 2
t s ¼ Dur � ð�ðvÞ@trsÞ þDurð� 0ðvÞ@tvrsÞ � @ts�

0ðvÞ@tv

þð@ts�ðvÞ þ s�ðvÞ0@tvÞ �
�ðvÞ
Du

vmþ �u � �us�ðvÞ � �uv

� �

þ s�ðvÞ �

Du

ð� 0ðvÞ@tvvmþ �ðvÞð@tvmþ v@tmÞÞ
�

��uð@ts�ðvÞ þ s� 0ðvÞ@tvÞ � �u@tv

�
ð5:12Þ
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and

@ 2
tm ¼ Dm�@tm� �m@tmþ �m@ts�ðvÞvþ �ms�

0ðvÞ@tvvþ �ms�ðvÞ@tv: ð5:13Þ

Testing Eq. (5.12) using a test function j@tsjq�2@ts yields, for � 2 ½0;T �,Z �

0

Z
�

1

q
@tð�ðvÞj@tsjqÞ þ ðq � 1ÞDu�ðvÞjr@tsj2j@tsjq�2

� �
dxdt

¼ �
Z �

0

Z
�

Du�
0ðvÞ@tvrsj@tsjq�2@trsdxdt

þ
Z �

0

Z
�

1

q
� 1

� �
� 0ðvÞ@tvj@tsjq dxdt

þ
Z �

0

Z
�

ðj@tsjq�ðvÞ þ sj@tsjq�2@ts�
0ðvÞ@tvÞ

� ��ðvÞ
Du

vmþ �uð1� s�ðvÞ � vÞ
� �

dxdt

þ
Z �

0

Z
�

sj@tsjq�2@ts�ðvÞ
�

Du

ð� 0ðvÞ@tvvmþ �ðvÞð@tvmþ v@tmÞÞ dxdt

�
Z �

0

Z
�

sj@tsjq�2@ts�ðvÞ�uð@ts�ðvÞ þ s� 0ðvÞ@tvþ @tvÞ dxdt:

We estimateZ �

0

Z
�

1

q
@tð�ðvÞj@tsjqÞ þ ðq � 1ÞðDu�ðvÞ � �0Duj� 0@tvjÞjr@tsj2j@tsjq�2

� �
dxdt

þ
Z �

0

Z
�

�ujstjq�ðvÞð2�ðvÞsþ vÞ dxdt

�
Z �

0

Z
�

��ðvÞ�ðvÞ
�0ðq � 1Þ vm

q � 2

q
jstjq þ

2

q
jrsjq

� �
dxdt

þ
Z �

0

Z
�

jstjq�ðvÞ C
q � 1

q
þ �

�ðvÞ
Du

v
q þ 1

q
mþ s

� ��

þ�uð1þ 2s�ðvÞ þ vÞ
�
dxdt

þ 1

q

Z �

0

Z
�

ð�s�ðvÞmvÞq �

Du

�2ðvÞ
Du

vmþ � 0ðvÞvmþ �ðvÞm
� �� �

q

dxdt

þ 1

q

Z �

0

Z
�

ð�s�ðvÞmvÞq �u 1þ �ðvÞ
Du

ð1þ sþ s�ðvÞ þ vÞ
� �� �

q

dxdt

þ 1

q
C

Z �

0

Z
�

jsjjvjj�ðvÞjj�ðvÞjjmtjq dxdt:
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In turn, testing Eq. (5.13) with a test function j@tmtjq�2@tm yieldsZ �

0

Z
�

1

q
@tjmtjq þDmðq � 1Þjrmtj2jmtjq�2 þ �mjmtjq

� �
dxdt

�
Z �

0

Z
�

c

�0
jvjjstjq þ �0jmtjq þ sð� 0ðvÞ vþ �ðvÞÞ@tvjmtjq�1

� �
dxdt

�
Z �

0

Z
�

C1 sup
ð0;T Þ��

v jstjq þ jmtjq þ sup
ð0;T Þ��

fs; vg jmjq
 !

dxdt:

Combining both inequalities and using the Gronwall inequality supplies the esti-

mates in the lemma. The boundedness of jjstð0ÞjjLqð�Þ and jjmtð0ÞjjLqð�Þ follows from
regularity of s0 and m0.

Lemma 5.6. Under the assumptions of Theorem 3.2, the following estimates hold

sup
ð0;T Þ

jjrsjj2qL 2q � C sup
ð0;T Þ��

fv;m; sg
 !

1þ sup
ð0;T Þ

jjrvjj2qL 2q þ sup
ð0;T Þ

jjstjj qLq

 !
;

sup
ð0;T Þ

jj�sjj qLq � C sup
ð0;T Þ��

fv;m; sg
 !

1þ sup
ð0;T Þ

jjrvjj2qL 2q þ sup
ð0;T Þ

jjstjj qLq

 !
;

sup
ð0;T Þ

jjrmjj2qL 2q � C sup
ð0;T Þ��

fv;m; sg
 !

1þ sup
ð0;T Þ

jjmtjj qLq

 !
;

sup
ð0;T Þ

jj�mjj qLq � C sup
ð0;T Þ��

fv;m; sg
 !

1þ sup
ð0;T Þ

jjmtjj qLq

 !
:

Proof. From Eq. (2.6) we obtainZ
�

j�sjq dx � C

Z
�

j@tsjq þ
� 0ðvÞq
�ðvÞq jrvjqjrsjq

� �
dx

þC

Z
�

jsjq �

Du

� �
q

ð�ðvÞvmÞq þ � q
uð1þ s�ðvÞ þ vÞq

� �
dx:

Using boundedness of the solution we obtainZ
�

j�sjq dx � C jj@tsjj qLqð�Þ þ
� 0ðvÞq
�ðvÞq jjrvjj qL2qð�Þjjrsjj qL2qð�Þ

� �

þC sup
ð0;T Þ��

fv;m; sg
 !

: ð5:14Þ

Then, using the Gagliardo�Nirenberg inequality (e.g. Ref. 9, Sec. 5.6.1) provides the

estimate,

jjrsjj qL2q � sup
ð0;T Þ��

jsjq=2jjsjj q=2W 2;qð�Þ � C sup
ð0;T Þ��

jsj
 !

ðjjsjj q=2Lqð�Þ þ jj�sjj q=2Lqð�ÞÞ:
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Thus, inequality (5.14) yields

jj�sjj qLqð�Þ � Cjj@tsjj qLqð�Þ þ C sup
ð0;T Þ��

fv; sg
 !

jjrvjj qL 2qð�Þðjj�sjj q=2Lqð�Þ þ jjsjj q=2Lqð�ÞÞ

þC sup
ð0;T Þ��

fv;m; sg
 !

:

Furthermore,

jj�sjj q=2Lqð�Þ

� C sup
ð0;T Þ��

fv; sg
 !

jjrvjj qL2qð�Þ þ C sup
ð0;T Þ��

fv; sg

� jjrvjj2qL2qð�Þ þ jjrvjj qL 2qð�Þ þ jjrvjj qL 2qð�Þ þ jj@tsjj qLqð�Þ þ sup
ð0;T Þ��

m

 !
1=2

and from the Gagliardo�Nirenberg inequality

jjrsjj2qL 2qð�Þ � C sup
ð0;T Þ��

fjvj; jsjgðjjrvjj2qL 2qð�Þ þ jj@tsjj qLqð�ÞÞ

þC sup
ð0;T Þ��

fjvj; jmj; jsjg:

The equation for m yields

j�mjq � Cðj@tmjq þ � qmjmjq þ � q
mjv�ðvÞsjqÞ:

Using again the Gagliardo�Nirenberg inequality results in estimates for m

jjrmjj 2qL2qð�Þ � Cðjjmjj qLqð�Þ þ jj�mjj qLqð�ÞÞ

� Cjj@tmjj qLqð�Þ þ C sup
ð0;T Þ��

fs; v;mg
 !

q

:

Iterating the estimates in Lemmas 5.3�5.6 in respect to q, we obtain the L1ð0;T ;
W 2;qð�ÞÞ regularity of the solutions.

6. Boundedness of the Solutions of a Reduced Model

In several modeling cases system (2.1)�(2.5) was reduced to the two-equation sys-

tem. Here we show that boundedness results hold also for the reduced system. Let us

assume that the matrix degrading enzyme has only a local in°uence on the tissue, i.e.

Dm ¼ 0, and its dynamics is faster than that of cancer cells and of the ECM. This

leads to reduction of the model to

@tu ¼ Du�uþrð�urvÞ þ �uuð1� u� vÞ;
@tv ¼ ��uv2:
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A model of this form was examined by several authors (see for example Refs. 7, 22

and 27). Changing variables, as in three-equation model, leads to a reformulated

model of the form

@ts ¼ Du�s�D
� 0ðvÞ
�ðvÞ rvrsþ sð�� 0ðvÞsv2 þ �u � �us�ðvÞ � �uvÞ; ð6:1Þ

@tv ¼ ��s�ðvÞv2: ð6:2Þ
Equation (6.1) di®ers from Eq. (2.6) only in the form of the zero-order terms.

First we show the regularity of the solution s. Here we assume that � is a two-

dimensional domain.

Lemma 6.1. Assume n ¼ 2, s0; v0 2 L1ð�Þ, s0; v0 2 H 1ð�Þ, s0; v0 non-negative and
� continuous and positive. Then, it holds

sup
ð0;tÞ��

s � C sup
�

s0 þ ðtþ 1Þ fðtÞ 1þ
Z t

0

ðf 2ð�Þ þ fð�ÞÞd�
� �

þ 1

� �	� �
;

t 2 ½0;1Þ;

where 0 < 	 � 8, fðtÞ ¼ jjs20�ðv0ÞjjL1ð�Þ expðc1t2 þ c2tÞ, and s is a solution of the

model (6.1)�(6.2).

Proof. Due to the maximum principle, the solutions are non-negative for

nonnegative initial conditions. Then, the equation for v provides vðx; tÞ � sup� v0ðxÞ.
The Gagliardo�Nirenberg interpolation inequality for n ¼ 2 implies

jjsjjL 4ð�Þ � cjjsjj1=2H 1ð�Þjjsjj1=2L 2ð�Þ: ð6:3Þ

From equation for s and since �ðvÞ � 1 we obtain thatZ
�

s dx �
Z
�

u0 dxþ Ct;

Z t

0

Z
�

s2 dxdt � t

Z
�

u0 dxþ C

2
t2:

Using s as a test function in Eq. (6.1), the fact that �ðvÞ is bounded for a bounded v,

� 0ðvÞ ¼ �ðvÞ�ðvÞ=Du, and the estimate (6.3) we obtain

@t

Z
�

�ðvÞs2 dxþ
Z
�

Du�ðvÞjrsj2 dxþ �u

Z
�

�ðvÞ2s3 dx

� �

2Du

Z
�

�ðvÞ�2ðvÞv2s3 dxþ �u

Z
�

�ðvÞs2 dx

� c1

Z
�

�ðvÞs2 dx
� �1=2 Z

�

s4 dx

� �1=2

þ �u

Z
�

�ðvÞs2 dx

� c2
1

�

Z
�

�ðvÞs2 dx
� �2

þ c4�

Z
�

jrsj2 dxþ �u

Z
�

�ðvÞs2 dx:
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The last estimate with c4� < Du implies

@t

Z
�

�ðvÞs2 dx � C�

Z
�

�ðvÞs2 dx
� �2

þ �u

Z
�

�ðvÞs2 dx:

For y ¼ R
�
�ðvÞs2 dx we obtain

dy

y
� Cðyþ 1Þdt and y � yð0ÞeðC

R t

0
ðyþ1ÞdtÞ ¼ yð0ÞeðC1t 2þC2tÞ ¼ fðtÞ:

Thus Z
�

jsj2 dxþ
Z t

0

Z
�

ðjrsj2 þ jsj3Þ dxd�

� c1

Z t

0

ðf 2ð�Þ þ fð�ÞÞd� þ c2

Z
�

�ðv0Þs20 dx: ð6:4Þ

Testing Eq. (6.1) with @ts and using (6.3) we obtainZ
�

�ðvÞj@tsj2 dxþ 1

2
@t

Z
�

Du�ðvÞjrsj2 dxþ �

2

Z
�

Du�
0ðvÞ�ðvÞv2sjrsj2 dx

þ �u
3

Z
�

@tð�ðvÞ2s3Þ dxþ 2�u�

3

Z
�

� 0ðvÞ�2ðvÞv2s4 dx

� �

Du

Z
�

�ðvÞ�2ðvÞv2s2@ts dxþ �u

Z
�

�ðvÞs@tsdx

� c1�

Z
�

j@tsj2 dxþ C3;�

Z
�

s2 dx

Z
�

jrsj2 dxþ C2;�

Z
�

�ðvÞs2 dx:

Integration with respect to t and estimate (6.4) imply

Z t

0

Z
�

�ðvÞj@tsj2 dxd� þ
Z
�

ðDu�ðvÞjrsj2 þ �ðvÞ2s3Þ dx

þ
Z t

0

Z
�

�3ðvÞ �ðvÞ
Du

v2s4 dxd�

� CfðtÞ 1þ
Z t

0

ðf 2ð�Þ þ fð�ÞÞd�
� �

þ
Z
�

Du�ðv0Þjrs0j2 dxþ
Z
�

�ðv0Þ2s30 dx:

Using similar approach as in Ref. 20 we show the estimate for supð0;tÞ�� s. Choosing

’ ¼ �ðsÞðs� kÞþ with k � sup� s0 as a test function, where

0 � � 0ðsÞðs� kÞ
�ðsÞ � k1;

Z s

k

�ðrÞðr� kÞdr � 1

2þ k1
�ðsÞðs� kÞ2 for s � k;
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we obtain

@t

Z
�

�ðvÞ
Z s

0

�ðrÞðr� kÞþ drdxþ �

Z
�

� 0ðvÞ v2 �ðvÞ s
Z s

0

�ðrÞðr� kÞþ drdx

þ
Z
�

Du�ðvÞ�ðsÞrsrs dxþ
Z
�

Du�ðvÞ� 0ðsÞðs� kÞþrsrs dx

þ �u

Z
�

s2�2ðvÞ�ðsÞðs� kÞþ dxþ �u

Z
�

s�ðvÞv�ðsÞðs� kÞþ dx

¼ �

Z
�

� 0ðvÞ�ðvÞv2sðs� kþ kÞ�ðsÞðs� kÞþ dxþ �u

Z
�

�ðvÞ s�ðsÞðs� kÞþ dx:

The ¯rst term on the right-hand side can be estimated using the Gagliardo�Niren-

berg inequality

�

Z
�

� 0ðvÞ�ðvÞv2s�ðsÞðs� kÞ2 dx

� C1

Z
�

s3 dx

� �1=3 Z
�

ðððs� kÞþÞ2�ðsÞÞ3=2 dx
� �2=3

� C

Z
�

s3 dx

� �1=3 Z
�

s2�ðsÞ dx
� �2=3

�
Z
�

ðjrððs� kÞþ�1=2ðsÞÞj2 þ �ðsÞs2Þ dx
� �1=3

� C�

Z
�

ð�ðsÞjrsj2 þ s2�ðsÞÞ dxþ C�ðk1 þ 1Þ

�
Z
�

s3 dx

� �1=2 Z
�

s2�ðsÞ dx
� �

:

For �ðsÞ ¼ s2q�2ðð1� k
sÞþÞðnþ2Þq�n�2 and hðsÞ ¼ sqððð1� k

sÞþÞðnþ2Þq�nÞ1=2 we obtain

sup
ð0;tÞ

Z
�

h2 dxþ
Z t

0

Z
�

jrhj2 dxd�

� Cq4 sup
ð0;tÞ

jjsjj 32L 3ð�Þ þ 1

 !Z t

0

Z
�

jhj2 1� k

s

� �
þ

� ��2

dxd�:

The Sobolev Embedding Theorem implies for � ¼ ðnþ 2Þ=n
Z t

0

Z
�

jwj�qd�
� �1=ð�qÞ

� C1q
4 sup
ð0;tÞ

jjsjj 32L 3ð�Þ þ C2q
4

 !
1=q Z t

0

Z
�

jwjqd�
� �1=q

;

where w ¼ s2ð1� k
sÞnþ2, d� ¼ ðð1� k

sÞþÞ�n�2 dxd� . Choosing q ¼ 1; �; �2; . . . ;

�j; . . . and letting j ! 1 we obtain, for some constant 0 < 	 � 8,

sup
ð0;tÞ��

s2ðð1� k=sÞþÞnþ2

� C1 fðtÞ 1þ
Z t

0

ðf 2ð�Þ þ fð�ÞÞd�
� �

þ C2

� �	Z t

0

Z
�

s2 dxd�:
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Thus

sup
ð0;tÞ��

s � 2kþ C fðtÞ 1þ
Z t

0

ðf 2ð�Þ þ fð�ÞÞd�
� �

þ C

� �	

jjsjjL2ðð0;tÞ��Þ

� 2 sup
�

s0 þ CðC1tþ C2Þ fðtÞ 1þ
Z t

0

ðf 2ð�Þ þ fð�ÞÞd�
� �

þ C

� �	

:

We solve ordinary di®erential equation for v, i.e. vðt;xÞ ¼  ðt;x; sÞ, and obtain

@ts ¼ Du�s�Du

� 0ð Þ
 

r rsþ sð�� 0ð Þs 2 þ �u � �us�ð Þ � �u Þ:

To show uniform boundedness of solutions for this system, we have to ensure that

there exists �s such that

�sð�� 0ðvÞ�s 2 þ �u � �u�s�ð Þ � �u Þ � 0 for all t � 0; x 2 ��:

Using expression for � 0ð Þ and positivity of �s, we obtain an equivalent inequality,

�

Du

�ð Þ�ð Þ�s 2 þ �u � �u�s�ð Þ � �u 

� �
� 0;

which can be rewritten as

�s�ð Þ �u �
�

D
�ð Þ 2

� �
� �uð1�  Þ:

Since  is positive, it is enough to show that there exists �s such that

�s�ð Þ �u �
�

D
�ð Þ 2

� �
� �u: ð6:5Þ

Using Eq. (6.2) we obtain

@tv ¼ ��sv2�ðvÞ � ��sv2;
that yields

 ðt;x; sÞ ¼ vðt;xÞ � v0ðxÞ
1þ v0ðxÞ�

R t
0
sð�;xÞd�

:

The estimate of Lemma 6.1 implies that s is bounded in any ¯nite time point t and

therefore, s is uniformly bounded or
R t
0
sð�;xÞd� is growing with respect to time t.

Boundedness of 0 � � � B (see assumptions on �, Theorem 3.1) implies that for

every point x 2 �� there exists t� 2 ð0;1Þ such that

�u �
�

D
�v2 � �u �

�

D
B

v2
0

ð1þ v0�
R t �
0
sð�;xÞ d�Þ2

� �;

for some � > 0. In turn, the last inequality yields that there exists �s such that

inequality (6.5) is ful¯lled. This proves the boundedness of the solution ðu; vÞ of the
reduced system.
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7. Discussion

In this paper we have shown global existence of the solutions of a model of cancer

invasion given in the form of a nonlinear reaction-di®usion-taxis equation coupled

with an ordinary di®erential equation and a reaction-di®usion equation. The model

was proposed by Anderson and colleagues,1 to describe cancer cell proliferation,

di®usion and movement along the gradient of the density of adhesive components of

extracellular matrix. lt includes key features of the growth and invasion of a solid

tumor in its avascular stage, i.e. cell proliferation, random motility, haptotaxis and

extracellular matrix degradation. The model, or its discrete counterpart, were

applied by many authors to study di®erent aspects of cancer invasion.2,4,5,32,33,28

We have shown that the solutions of the model are non-negative and uniformly

bounded for non-negative initial conditions. Boundedness of solutions has been

shown using the framework of bounded invariant rectangles applied to the trans-

formed system in the form of reaction-di®usion equations with a convection term.

Since the change of variables leads to a model with modi¯ed zeroth-order term in the

¯rst equation, the bound on the solutions can be di®erent from the bound given by a

zeroth-order term of logistic type. It is observed in the numerical simulations, see

Fig. 1 and the simulations presented in Ref. 32, that sum of concentrations uþ v

might be larger than the threshold given in the logistic growth function (the carrying

capacity). The analysis performed here explains this observation. The zeroth-order

term in the reformulated parabolic system includes an additional non-negative term,

which depends on the rate of ECM degradation by the MDE, and also on the ratio of

the sensitivity function to the di®usion coe±cient. Therefore, the sum of the solutions

uþ v may exceed the bound given in the logistic growth term. Moreover, we see that

if the sensitivity function is large in comparison to the di®usion rate, i.e. haptotaxis is

Fig. 1. Numerical simulations of the model (2.1)�(2.3) showing the evolution of the density of cancer cells
(u) and the concentrations of ECM (v) and MDEs (m) in di®erent time points. The ¯gures show that in

some spatial points x the sum of concentrations uþ v exceeds the carrying capacity 1. Simulations were

performed for the set of parametersDu ¼ 0:00035; Dm ¼ 0:00491; �u ¼ 0:0285; �u ¼ 1; �m ¼ 0:5; � ¼ 8:15;
�m ¼ 0:5.
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relatively strong, the solution u describing cancer cell concentration may itself grow

above the logistic bound.

The logistic zeroth-order term in the ¯rst equation corresponds to the assumption

that the proliferation of cells ceases when space is exhausted. If uþ v ¼ 1, there is no

more proliferation, and if uþ v > 1, the \proliferation term" becomes negative. It

could be interpreted as cell death occurring if the cell concentration is too high. In

this sense, there is competition between the cells and the ECM. However, cells may

still migrate to the area of high density of cells and ECM. To prevent this, it is

possible to consider a model with a nonlinear haptotaxis term and a sensitivity

function � vanishing when uþ v � 1, similarly as it was done by Hillen and Pain-

ter.11 This corresponds to the assumption that haptotaxis is switched o® at high cell

densities by a population-sensing mechanism. The analysis performed in this paper

indicates that modeling of cell proliferation is a more delicated issue than frequently

believed. Speci¯cally, assuming the logistic growth term in the model with haptotaxis

has di®erent implications than in the models of reaction-di®usion equations.

Appendix A. Regularization of the System

In order to prove a priori estimates and to use the maximum principle and the

framework of invariant rectangles we have to regularize the system. The equation for

v can be regularized by the convolution as follows:

@tv
" ¼ ��v"ðm" � "Þ

for some regularizing kernel " ¼ 1
"N ðx"Þ with  2 DþðRNÞ, RRN  dx ¼ 1. Since the

Neumann boundary conditions are assumed, m can be extended into a domain ~�,

� �� ~�, with zero at @ ~� using re°ection and truncation. This implies that the

convolution m" � " is de¯ned in the whole �. Here " can be chosen as an

approximation of the Dirac distribution. The initial conditions are approximated by

smooth functions. Then, the system of parabolic equations admits a unique smooth

solution.

Since a priori estimates for the approximation ðu"; v";m"Þ hold uniformly in ", we

can pass to the limit in the approximate equations and obtain the solution ðu; v;mÞ of
the original system that remains non-negative and bounded.

References

1. A. R. Anderson, M. A. J. Chaplain, E. L. Newman, R. J. C. Steele and A. M. Thompson,
Mathematical modelling of tumour invasion and metastasis, J. Theor. Med. 2 (2000)
129�154.

2. H. M. Byrne, M. A. J. Chaplain, G. J. Pettet and D. L. S. McElwain, A mathematical
model of trophoblast invasion, J. Theor. Med. 1 (1998) 275�286.

3. V. Calvez and R. H. Khonsari, Mathematical description of concentric demyelination in
the human brain: Self-organization models, from Liesegang rings to chemotaxis, Math.
Comput. Model. 47 (2008) 726�742, doi:10.1016/j.mcm.2007.06.01.

474 A. Marciniak-Czochra & M. Ptashnyk



4. M. A. J. Chaplain and G. Lolas, Mathematical modelling of cancer cell invasion of tissue:
The role of the urokinase plasminogen activation system, Math. Mod. Meth. Appl. Sci. 15
(2005) 1685�1734, doi:10.1142/S0218202505000947.

5. M. A. J. Chaplain and G. Lolas, Mathematical modelling of cancer invasion of tissue:
Dynamic heterogeneity, Net. Hetero. Med. 1 (2006) 399�439.

6. K. Chueh, C. Conley and J. Smoller, Positively invariant regions for systems of nonlinear
di®usion equations, Ind. Univ. Math. J. 26 (1977) 373�392.

7. L. Corrias, B. Perthame and H. Zaag, Global solutions of some chemotaxis and angio-
genesis systems in high space dimensions, Milan J. Math. 72 (2004) 1�28, doi:10.1007/
S00032-003-0026-X.

8. L. Corrias, B. Perthame and H. Zaag, Lp and L1a priori estimates for some chemotaxis
models and applications to the Cauchy problem, The Mechanism of the Spatio-Temporal
Pattern Arising in Reaction Di®usion System, Kyoto (2004), preprint available at http://
www.math.univ-paris13.fr/zaag/publications/CPZkyoto04.pdf.

9. L. C. Evans, Partial Di®erential Equations (Amer. Math. Soc., 1998).
10. F. R. Guarguaglini and R. Natalini, Global existence and uniqueness of solutions for

multidimensional weakly parabolic systems arising in chemistry and biology, Comm. Pure
Appl. Anal. 6 (2007) 287�309.

11. T.Hillen andK.Painter,Global existence for a parabolic chemotaxismodelwith prevention
of overcrowding, Adv. Appl. Math. 26 (2001) 280�301, doi:10.1006/aama.2001.0721.

12. T. Hillen and K. J. Painter, A user's guide to PDE models for chemotaxis, J. Math. Biol.
58 (2009) 183�217, doi:10.1007/S00285-008-0201-3.

13. D. Horstmann, From 1970 until present: The Keller�Segel model in chemotaxis and its
consequences. I, Jahresber. Deutsch. Math.-Verein. 105 (2004) 103�165; II. Jahresber.
Deutsch. Math.-Verein. 106 (2004) 51�69.

14. D. Horstmann and M. Winkler, Boundedness vs. blow-up in a chemotaxis system, J. Di®.
Eqns. 215 (2005) 52�107, doi:10.1016/j.jde.2004.10.022.

15. W. Jäger and S. Luckhaus, On explosions of solutions to a system of partial di®erential
equations, Trans. AMS 329 (1992) 819�824, doi:10.2307/2153966.

16. A. Kettemann and M. Neuss-Radu, Derivation and analysis of a system modeling the
chemotactic movement of hematopietic stem cells, J. Math. Biol. 56 (2008) 579�610,
doi:10.1007/S00285-007-0132-4.

17. R. H. Khonsari and V. Calvez, The origins of concentric demyelination: Self-organization
in the human brain, PLoS ONE 2 (2007) 1�7, doi:10.1371/journal.pone.0000150.

18. M. Lachowicz, Micro and meso scales of description corresponding to a model of tissue
invasion by solid tumours, Math. Mod. Meth. Appl. Sci. 15 (2005) 1667�1683,
doi:10.1142/S0218202505000935.

19. O. A. Ladyzenskaja, V. A. Solonnikov and N. N. Uralceva, Linear and Quasi-Linear
Equations of Parabolic Type (Amer. Math. Soc., 1968).

20. G. M. Lieberman, Second Order Parabolic Di®erential Equations (World Scienti¯c,
1996).

21. J. L. Lions, Quelques M�ethodes de R�esolution des Probl�emes aux Limites Non Lin�eaires
(Dunod, 1969).

22. B. P. Marchant, J. Norbury and A. J. Perumpanani, Travelling shock waves arising in a
model of malignant invasion, SIAM J. Appl. Math. 2 (2000) 463�476.

23. C. Morales-Rodrigo, Local existence and uniqueness of regular solutions in a model of
tissue invasion by solid tumours,Math. Comput. Model. 47 (2008) 604�613, doi:10.1016/
j.mcm.2007.02.0310.

24. G. Nadin, B. Perthame and L. Ryzhik, Traveling waves for the Keller�Segel system with
Fisher birth terms, preprint (2008).

Boundedness of Solutions of a Haptotaxis Model 475



25. T. Nagai, Blow-up of radially symmetric solutions to a chemotaxis system, Adv. Math.
Sci. Appl. 5 (1995) 581�601.

26. A. Pazy, Semigroups of Linear Operators and Applications to Partial Di®erential
Equations (Springer, 1983).

27. A. J. Perumpanani, J. A. Sherratt, J. Norbury and H. M. Byrne, A two-parameter family
of travelling waves with a singular barrier arising from the modelling of extracellular
matrix mediated cell invasion, Phys. D 126 (1999) 145�159, doi:10.1016/S0167-
2789(98)00272-3.

28. A. J. Perumpanani, D. L. Simmons, A. J. H. Gearing, K. M. Miller, G. Ward, J. Norbury,
M. Schneemann and J. A. Sherratt, Extracellular matrix-mediated chemotaxis can
impede cell migration, Proc. Roy. Soc. London, Ser. B 265 (1998) 2347�2352,
doi:10.1098/rspb.1998.0582.

29. W. Schen and S. Zheng, On the coupled Cahn�Hilliard equations, Comm. Part. Di®.
Eqns. 18 (1993) 701�727, doi:10.1080/03605309308820946.

30. J. A. Sherratt, Chemotaxis and chemokinesis in eukaryotic cells: The Keller�Segel
equations as an approximation to a detailed model, Bull. Math. Biol. 56 (1994) 129�146,
doi:10.1016/S0092-8240(05)80208-3.

31. J. Smoller, Shock-Waves and Reaction-Di®usion Equations (Springer-Verlag, 1994).
32. Z. Szymańska, J. Urbański and A. Marciniak-Czochra, Mathematical modelling of the

in°uence of heat shock proteins on cancer invasion of tissue, J. Math. Biol. 58 (2009)
819�840, doi:10.1007/S00285-008-0220-0.

33. Z. Szymańska, C. Morales-Rodrigo, M. Lachowicz and M. A. J. Chaplain, Mathematical
modelling of cancer invasion of tissue: The role and e®ect of nonlocal interactions, Math.
Model. Meth. Appl. Sci. 19 (2009) 257�281, doi:10.1142/S0218202509003425.

476 A. Marciniak-Czochra & M. Ptashnyk


	BOUNDEDNESS OF SOLUTIONS OF A HAPTOTAXIS MODEL
	1. Introduction
	2. Problem Setting
	3. Main Results
	4. Existence of a Local Solution
	5. Boundedness and Existence of a Global Solution
	5.1. Uniqueness of solutions
	5.2. W2,q regularity

	6. Boundedness of the Solutions of a Reduced Model
	7. Discussion
	Appendix A.&ensp;Regularization of the System
	References


