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Abstract Mathematical models of bacterial populations are often written as systems of partial differential
equations for the densities of bacteria and concentrations of extracellular (signal) chemicals. This approach
has been employed since the seminal work of Keller and Segel in the 1970s [Keller and Segel, J. Theor.
Biol., 1971]. The system has been shown to permit travelling wave solutions which correspond to travelling
band formation in bacterial colonies, yet only under specific criteria, such as a singularity in the chemotactic
sensitivity function as the signal approaches zero. Such a singularity generates infinite macroscopic velocities
which are biologically unrealistic. In this paper, we formulate a model that takes into consideration relevant
details of the intracellular processes while avoiding the singularity in the chemotactic sensitivity. We prove
the global existence of solutions and then show the existence of travelling wave solutions both numerically
and analytically.
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1 Introduction

Travelling bands of motile bacteria have been observed for a number of decades, predominantly in two distinct
experimental systems. In the 1960s, Adler [2–4] observed the formation of travelling bands of motile bacteria
Escherichia coli in a capillary tube. In these experiments, a population of bacteria is initially introduced
into one end of a capillary tube containing an energy (nutrient) source such as galactose, glucose, aspartate,
threonine or serine. The cell population locally consumes and depletes the nutrient, thereby creating a spatial
gradient along the length of the tube. The chemotactic swimming of bacteria up this gradient generates a
collective band that travels towards the other end of the tube. In the 1990s, Budrene and Berg [10,11]
observed traveling swarm rings in E. coli colonies in a Petri dish containing semi-solid agar under low
nutrient conditions. Here, cells consume the nutrient (for example, succinate) initially introduced into the
medium, while responding chemotactically to the attractant aspartate that is secreted by the cells as a result
of metabolism. Depletion of the succinate leads to cell starvation which, in turn, induces a time-delayed
switch to aspartate consumption [9].
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A phenomenological theory for these travelling bands was initiated by Keller and Segel [24], based on the
following system of partial differential equations (PDEs) that describes the bands observed by Adler:

∂n

∂t
= Dn

∂2n

∂x2
− ∂

∂x

[

n χ(S)
∂S

∂x

]

, (1)

∂S

∂t
= DS

∂2S

∂x2
− q(S)n , (2)

where n(x, t) is the density of bacteria at time t and position x ∈ R, S(x, t) is the concentration of the
substrate (the chemical that acts as both nutrient and chemoattractant in the experiments of Adler), χ(S)
is the so-called chemotactic sensitivity, q(S) is the rate of consumption of substrate per cell, Dn and DS are
the diffusion constants of bacteria and the substrate, respectively, and the equation (1) is called the Patlak-
Keller-Segel chemotaxis equation. While this theoretical framework capably generates chemotactic bands of
motile bacteria, to develop formal stationary travelling bands (constant speed and shape) it is necessary
to postulate a singular chemotactic sensitivity χ(S) in the limit S → 0. More specifically, by applying the
travelling wave ansatz n(x, t) = N (x − ct), S(x, t) = S(x − ct) to (1) where N (ξ), S(ξ) are functions of a
single variable ξ and c is the travelling speed of the wave, we obtain

−cN ′ = Dn N ′′ − (N χ (S)S′)
′

where primes denote the derivatives. Integrating once and applying the natural boundary conditions N ′(ξ) →
0, S′(ξ) → 0, N (ξ) → 0 as ξ → ∞, we obtain

−cN = DnN ′ −Nχ (S)S′.

Solving for N , we get

N (ξ) = n0 exp

[

− c

Dn
ξ +

1

Dn

∫ ξ

0

χ(S(η))S′(η) dη

]

,

where n0 is a positive constant. Given c > 0 and S(η) ց 0 as η → −∞, we require χ(S) → ∞ as S → 0 for
N (ξ) to be bounded at ξ = −∞, that is, χ(S) must be singular as S → 0. For example, Keller and Segel
[24] used the form

χ(S) =
k

S
(3)

where k is a constant. From the above analysis, this singularity requirement is clearly intrinsic to the manner
in which chemotaxis is modelled in the parabolic equation (1), and is independent of the substrate equation
(2). Thus this requirement also applies to similar approaches when modelling the swarm rings of Budrene
and Berg, despite the differences in the number and nature of the extracellular chemicals. A number of
further studies into travelling bands and waves in chemotaxis equations have been made [19,20,27,28], yet
a singularity of the form (3) is often necessary for the existence of travelling waves.

Singularities in the chemotactic sensitivity are problematic on multiple levels. Firstly, the macroscopic
drift (velocity) should be no larger than the single cell speed under any circumstances. Considering a singu-
larity of the form (3), the macroscopic drift is given by

χ(S)
∂S

∂x
= k

∂

∂x

(

log(S)
)

,

which can clearly exceed biological ranges for cell speed: for E. coli these are typically in the range s0 ∼
10 – 20 µm/s. For example, if S is an exponential signal ramp, S ∼ exp(λx), then the macroscopic drift is
kλ, which exceeds s0 for λ > s0/k. Exponential signals with different λ were previously used in experiments
[12,34], but the undesirable behaviour of macroscopic drift (as S → 0) is not limited to them and can be
observed for other signal functions.

Secondly, the limit S → 0 corresponds to systems with very few copies of signalling molecules. Embedded
in the PDE formulation (1)–(2) is an implicit assumption that the signal gradient ∂S/∂x is perfectly estimated
by the cells, with high weighting χ(S) = k/S in the limit S → 0. PDE modelling, however, is inapplicable
in this limit due to the high levels of noise. Individual-based stochastic models under assumption (3) fail to
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generate travelling wave behaviour due to the intrinsic and external noise in the system preventing perfect
sampling of the signal gradients. In this respect, the singularity (3) is not a robust mechanism for generating
travelling bands in more detailed individual-based models.

One solution to the paradox of the singular chemotactic sensitivity lies in the argument that travelling
waves and bands of motile bacteria observed in nature are not stationary but transient [9]. As such, a
singularity in the chemotactic sensitivity may be unnecessary and, for example, a receptor binding based
sensitivity [15,36] in (1)–(2), χ = a/(b + S)2 where a and b are constants, leads to decaying travelling bands
that eventually die out. To generate travelling wave solutions in the strict mathematical sense, one can also
introduce cell growth and death into the model. In [25], a logistic growth term is appended to equation (1),
yet this approach will allow travelling wave solutions even in the absence of chemotaxis, as it is known, for
example, for Fisher’s equation nt = nxx + n(1 − n) [29], or Fisher’s equation with non-local saturation [6].
Analytical and numerical evidence for traveling waves under multiple signal gradients in an alternative setup
has also been given recently in [7].

In this paper we show that it is possible to obtain stationary travelling solutions without the unbounded
velocity resulting from a singularity in the chemotactic sensitivity and without explicit growth terms or the
introduction of additional attractant. In Section 2, we formulate a model for bacterial chemotaxis, consistent
with the current biology, that employs transport equations for velocity-jump processes incorporating internal
variables [15,16,36] to describe signal transduction and metabolism. The model is based on the experimental
conditions in Budrene and Berg [10,11], includes the same signal transduction and cell movement components
as the hybrid cell-based model in [13], and a new approach for modeling the cell metabolism by introducing
metabolic internal variables. We also demonstrate that the model is well-posed by proving the global existence
of solutions. In Section 3, we report the results of a numerical investigation, indicating that a simplified version
of the model is capable of travelling wave solutions with slightly decaying magnitude for small time t for a
nonlinear turning rate,

λ(ζ) = λ0

(

1 +
ζ

κ + |ζ|

)

,

where λ0 is a constant denoting the unbiased turning rate of cells, κ is a sensitivity coefficient, and ζ is
gradient of the signal that the cells detect. However, it is not obvious to conclude from the simulation if the
wave will stabilize or diminish as time goes to infinity. This question has been resolved in Section 4, where
we show that a strictly-defined traveling wave solution is only permissible if λ is discontinuous at ζ = 0
(see Lemma 1), thus indicating that for κ positive, the traveling waves we see in the numerical simulation
will eventually die out. This necessary condition is derived purely from the hyperbolic equations for the cell
density and independent to the equations for the extracellular chemicals. We then investigate the existence
of stationary traveling wave solutions for λ in the limiting case κ → 0, and give existence conditions and
numerical methods to calculate the waves. Finally, we conclude this paper with a brief discussion in Section
5.

2 A velocity jump model for bacterial chemotaxis incorporating internal variables

The formulation of our model is based on the experimental situation reported in [10,11], in which bacteria cells
swim freely in a low agar concentration, consume the nutrient succinate and secrete the attractant aspartate.
Different spatial patterns form when a small population of E. coli are inoculated into a chemotactically inert
environment and stressed by various conditions, such as introduction of components of the TCA cycle (e.g.
malate, fumarate or succinate), antibiotics, and cold shock. Under succinate application, its internalization
provides the precursors for certain steps in the TCA cycle eventually resulting in the production and secretion
of aspartate [16].

Initially, significant growth and division is observed at the site of inoculation. Bacteria consume succinate
and secrete aspartate. As the aspartate concentration increases, they respond chemotactically and the density
of the aggregate increases. This leads to local succinate depletion and a drop in aspartate production. Those
cells near the aggregate boundary continue to receive succinate diffusing inwards and, hence, maintain
aspartate production [16]. This creates a ring of aspartate-producing cells that moves radially outwards.
Under low succinate concentrations the ring may propagate without breaking up [10,11], the situation we
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Fig. 1 Results of individual-based model presented in [13]. The propagating ring of cells (left), the concentration of
aspartate (middle) and the concentration of succinate (right) at time 9 hours after inoculation. Reproduced from [13]
with permission.

focus on in this paper. In [13] a hybrid model was developed in which cells are treated as individual agents
and external chemicals as continuous fields. A snapshot from the model is reproduced in Figure 1, showing
the propagating ring of cells, a “volcano-shaped” profile of chemoattractant aspartate and the concentration
of the primary nutrient source (succinate).

Here, we formulate a PDE model based on transport equations for a velocity-jump process. For simplicity
we restrict to a one-dimensional geometry, representing either the radial spread of cells away from the
inoculation site (in the context of the above experiments) or the movement of a band within a capillary
tube. Since E. coli runs with a (more or less) constant speed s = 10 − 20µm/sec, we restrict their velocity
to two values in the one-dimensional model, namely v = ±s, where s is the constant speed. The bacterial
population is described by the two density functions, p±(x,y, z, t), giving the density of cells at point x,
velocity v = ±s and internal state [y, z]. The internal state here is stated with respect to two vectors: y

describing signal transduction and z describing cellular metabolism. The coordinates of vector y represent the
concentrations of various proteins in the cell and receptor states that are involved in the signal transduction.
The coordinates of the metabolic vector z may include concentrations of the components in the TCA cycle
and ATP. Detailed models of the signal transduction process have been developed [5,32] and are typically
written as systems of ordinary differential equations

dy

dt
= f(y, S), (4)

where y ∈ R
q, f = (f1, f2, . . . , fq) : R

q+1 → R
q is a given right-hand side and S(x, t) describes the concen-

trations of external signal at point x and time t. These dynamical systems have bounded solutions of y for
t ∈ [0,∞], given proper initial value, which corresponds to the fact that biological materials are conserved
and do not blow up. The ensuing high-dimensionality of y hinders further mathematical and numerical anal-
ysis, however, it is possible to substitute the general model (4) with a low-dimensional system that captures
essential features of the internal dynamics while still providing valuable biological insight. For example, a
simplified two-dimensional toy model of the form (4) has been previously used to relate microscopic param-
eters of signal transduction and motor behaviour (i.e. excitation, adaptation times and turning frequency)
with coefficients in the macroscopic partial differential equation (1) for shallow signal gradient [15,16,35–37].
Similar questions for models of eukaryotic cells have also been addressed in [17,37]. In Section 3, we will
assume fast signal transduction and simplify the model by eliminating the signal transduction variables, thus
we do not specify the explicit form of f here. In this section, however, we state the general model using (4)
and prove the global existence of its solutions, under the general assumption that (4) has bounded solutions
in time for biologically realistic initial conditions, specifically, there exists a non-decreasing function K(·)
such that

|y(t)| ≤ K

(

sup
τ∈[0,t]

sup
x∈R

|S(x, τ)|
)

for |y(0)| ≤ K

(

sup
x∈R

|S(x, 0)|
)

. (5)

The dynamics of the metabolic internal variables z can, in general, be described by a system of ODEs in a
similar vein to (4). The metabolic rates of the cell in turn depend on these internal variables. To reflect the
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experiments in [10,11,9], where the signal S(x, t) is aspartate and the food F (x, t) is succinate, we propose
here a cartoon description below with two variables z = (z1, z2), satisfying

dzi

dt
= gi(z, F ), i = 1, 2. (6)

The metabolic processes to incorporate include: (i) bacteria consume succinate F (x, t); (ii) cells secrete
aspartate S(x, t); and (iii) starving bacteria consume aspartate S(x, t). To capture these processes, we assume
an internal variable z1 is produced from F (succinate) which subsequently generates aspartate S via the
following straightforward metabolic pathway

F → z1 → S.

The variable z1 may stand for fumarate in the TCA cycle, and low levels of z1 correspond to a succinate-
starved state in which case the cell may switch to consume aspartate instead [9]. We assume that z1 catalyt-
ically influences production of a hypothetical “starving variable”, z2, according to

∅ z1→ z2 → ∅.

Here, ∅ represents reactants/products assumed to be in excess. We assume mass action kinetics thus the
functional forms for gi(z, F ) are linear in z1 and z2. We assume that

g1(z, F ) =
F (x, t) − z1

tf
, g2(z, F ) =

z1 − z2

tm
, (7)

where tf is the characteristic time scale for the generation of the intermediate metabolic variable z1, which
can be seconds or fraction of seconds, and tm is the characteristic time scale for generation of the starving
variable z2, which is about 20 minutes [9].

Considering (4) and (6), the evolution of p±(x,y, z, t) is described by the following equations

∂p+

∂t
+ s

∂p+

∂x
+

q
∑

i=1

∂

∂yi

[

fi(y, S)p+
]

+

2
∑

i=1

∂

∂zi

[

gi(z, F )p+
]

= λ(y)
[

−p+ + p−
]

+ k(z)p+, (8)

∂p−

∂t
− s

∂p−

∂x
+

q
∑

i=1

∂

∂yi

[

fi(y, S)p−
]

+
2
∑

i=1

∂

∂zi

[

gi(z, F )p−
]

= λ(y)
[

−p− + p+
]

+ k(z)p−. (9)

In the above, the bacterial turning frequency λ(y) depends on the signal transduction variables while the
cell proliferation rate k(z) depends on the metabolic variables.

We assume that for higher values of z2 cells consume succinate and secrete aspartate, while for lower
values of z2 cells consume aspartate instead. Therefore, the equations for aspartate (S) and succinate (F )
are

∂S

∂t
= DS

∂2S

∂x2
+ αF

∫

Z

∫

Y

h(z2)[p
+(y, z) + p−(y, z)] dy dz (10)

−βS

∫

Z

∫

Y

[1 − h(z2)][p
+(y, z) + p−(y, z)] dy dz − γS,

∂F

∂t
= DF

∂2F

∂x2
− βF

∫

Z

∫

Y

h(z2)[p
+(y, z) + p−(y, z)] dy dz. (11)

where α, β > 0, γ ≥ 0 and h ≡ h(z2) : [0,∞) → [0, 1] is an increasing function of z2. Two explicit forms for
the function h will be considered: (i) a Heaviside function representing a simple switch,

h(z2) =

{

0 for z2 6 zc

1 for z2 > zc
, (12)

where the parameter zc represents a critical threshold for conversion to a starving phenotype; and (ii) a
simple linear form h(z2) = az2. We note that equation (10) describes both the production of the attractant



6 Chuan Xue, Hyung Ju Hwang, Kevin J Painter, Radek Erban

(aspartate) S by succinate-rich cells as well as its consumption by succinate-starved cells (when h(z2) is small)
while equation (11) takes into account that succinate is the primary carbon source and will be consumed by
cells when available. If γ is positive, then equation (10) also includes the degradation of aspartate (S) with
the rate γ.

Motivated by a typical experimental set-up, we assume an initially uniform distribution of succinate and
zero aspartate,

F (x, 0) ≡ F0 > 0, S(x, 0) ≡ 0. (13)

Cells are introduced at a single concentrated location and equally distributed into left- and right-moving
populations (i.e. p+ = p− at time t = 0).

As discussed above, PDE models for chemotaxis with growth terms can have travelling wave solutions [25,
29], however the main goal of the present paper lies in determining whether “purely-chemotactic” travelling
waves are possible in the absence of singular chemotactic sensitivities and unbounded velocities. We therefore
simplify (8)–(9) by assuming

k(z) ≡ 0 (14)

for the remainder of this paper. We note that the above imposes distinct biological considerations for different
experimental set-ups. For the bands of bacteria observed when inoculated within the quasi one-dimensional
geometry of a capillary tube, e.g. [2–4], the above simply assumes that no cell proliferation occurs. For the
spreading rings seen when placed into the center of a Petri dish it implicitly postulates that the stretch of the
ring caused by wave movement is exactly compensated by the growth of cell number through proliferation.

Before we proceed to address the issue of travelling waves, we demonstrate the global existence of solutions
to (8)–(11) with condition (14) under suitable growth assumptions:

Theorem 1 Let us assume (5), (7), (14) and that initial conditions satisfy

p+
0 ∈ L1 ∩ L∞(R × R

q × R
2), p−0 ∈ L1 ∩ L∞(R × R

q × R
2), F0 ∈ L∞(R) and S0 ∈ L∞(R),

and

p±0 (x,y, z) ≡ 0 for |y| ≥ K(0),

where K(·) is given in (5). Let us also assume that λ(y) is bounded and piecewise linear and that there exist
non-negative continuous functions Πi (·) ∈ C (R) , i = 1, 2, satisfying

|∇y·f (y, w)| ≤ Π1 (|w|) , |∇z·g (z, w)| ≤ Π2 (|w|) . (15)

Then there exists a global weak solution of the system (8)–(11) satisfying, for all t ≥ 0,

p+(·, ·, ·, t) ∈ L1 ∩ L∞(R × R
q × R

2), p−(·, ·, ·, t) ∈ L1 ∩ L∞(R × R
q × R

2), (16)

S(·, t) ∈ L∞(R), F (·, t) ∈ L∞(R), (17)

and initial conditions p+(·, ·, ·, 0) = p+
0 (·, ·, ·), p−(·, ·, ·, 0) = p−0 (·, ·, ·), S(·, 0) = S0(·) and F (·, 0) = F0(·).

An auxiliary lemma necessary for the proof and a sketch of the proof of the above theorem are given in
Appendix A. It is worth noting that the assumption (15) includes the cartoon model for metabolism given
by (7) and that we do not require continuity in λ. The elliptic case where DS = DF = ∞ can also be studied
using the methods from [8,14,23,21,22].
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3 Travelling waves – dependence on the turning kernel

As discussed in Section 1, stationary travelling wave solutions are certainly possible in Keller-Segel type
models (1)-(2) under either a singular chemotactic sensitivity or through the addition of an appropriate
growth term. It is also anticipated that suitable k(z) might lead to travelling solutions in (8)-(9), however
here we remain focused on the zero growth case (14). To explore this, we employ a number of additional
simplifying assumptions aimed at further improving the tractability of the model. As discussed in Section
2, we have tf ≪ tm. Hence we reduce equations (8)–(9) through the approximation tf = 0. Furthermore,
considering that the adaptation time of signal transduction is of order seconds which is much smaller than
tm ≈ 20 min, equations (8)–(9) can be further simplified by allowing cells to effectively sense the gradient of
the external signal S (i.e. no explicit representation for the internal signal transduction variables). Denoting
z = z2, the equations for p+(x, z, t) and p−(x, z, t) reduce to

∂p+

∂t
+ s

∂p+

∂x
+

∂

∂z

(

F − z

tm
p+

)

= −λ

(

−∂S

∂x

)

p+ + λ

(

∂S

∂x

)

p−, (18)

∂p−

∂t
− s

∂p−

∂x
+

∂

∂z

(

F − z

tm
p−
)

= λ

(

−∂S

∂x

)

p+ − λ

(

∂S

∂x

)

p−. (19)

Under the same simplifying assumptions (i.e. z = z2 and no y), equations (10)–(11) are given by

∂S

∂t
= DS

∂2S

∂x2
+ αF

∫

R

h(z)[p+(z) + p−(z)]dz − βS

∫

R

[1 − h(z)][p+(z) + p−(z)]dz − γS, (20)

∂F

∂t
= DF

∂2F

∂x2
− βF

∫

R

h(z)[p+(z) + p−(z)]dz. (21)

The system of equations (18)–(21) is a simplification of a more general system (8)–(11) for which the existence
of solutions was established in Theorem 1. However, since λ is assumed to directly depend on the signal
gradient, the system (18)–(21) is not written in the form (8)–(11). Theorem 1 cannot be directly applied to
establish that the system (18)–(21) is also well-posed. Consequently, we formulate the existence of solutions
of the system (18)–(21) as the following theorem.

Theorem 2 Let initial conditions satisfy

p+
0 ∈ L1 ∩ L∞(R × R), p−0 ∈ L1 ∩ L∞(R × R), F0 ∈ W 2,r(R) and S0 ∈ W 2,r(R),

for all 1 ≤ r < ∞. Let us assume that
λ(ζ) ≤ C (1 + |ζ|) . (22)

Then there exists a global weak solution of the system (18)-(21) satisfying, for all t ≥ 0

p+(·, ·, t) ∈ L1 ∩ L∞(R × R), p−(·, ·, t) ∈ L1 ∩ L∞(R × R), (23)

S(·, t) ∈ W 2,r(R), F (·, t) ∈ W 2,r(R), for all 1 ≤ r < ∞, (24)

and initial conditions p+(·, ·, 0) = p+
0 (·, ·), p−(·, ·, 0) = p−0 (·, ·), S(·, 0) = S0(·) and F (·, 0) = F0(·).

The proof of this theorem is similar to the proof of Theorem 1. It is sketched in Appendix A.
For the remainder of this section, we specify the turning rate as λ : R → [0,∞):

λ(ζ) = λ0

(

1 +
ζ

κ + |ζ|

)

, (25)

where λ0 is defined as the unbiased turning rate and κ is a sensitivity coefficient. We note that under the
limit κ → ∞, λ(ζ) simply becomes the constant turning rate function λ(ζ) = λ0. Conversely, under the limit
κ → 0, we obtain the switch turning rate:

λ(ζ) =











0, if ζ < 0,

λ0, if ζ = 0,

2λ0, if ζ > 0.

(26)
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Both (25) and (26) satisfy the growth estimate (22), i.e Theorem 2 implies the global existence of solutions
to the system (18)–(21).

During the remainder of this section we present numerical solutions of (18)-(21) under the turning rate
(25). For the numerical simulations we consider a one-dimensional domain [−L, L] with zero-flux boundary
conditions. Under the a priori assumption that the uniform initial succinate concentration has been scaled
to unity, we set

F (x, 0) = 1, S(x, 0) = 0. (27)

From (21) we note that for biologically relevant cases, F is bounded between 0 and 1 and the crucial range
for our internal variable is therefore z ∈ [0, 1]. We choose h(z) = z and, once again taking an a priori scaling
assumption, we set

p+(x, z, 0) = p−(x, z, 0) = e−ax2

e−b(1−z)2 ,

Under suitably large values of a and b, the above imposes an initial population of cells dropped into the
center of the domain and of a nonstarving phenotype (i.e. h(z) ∼ 1).

Motivated by typical experimental conditions, we consider a one-dimensional domain of length 8 cm
(L = 4) and zero-flux boundary conditions. We set a = 1000, b = 2000 while fixing the majority of parameters
at the following set of biologically relevant values: s = 10 µm s−1, λ0 = 1 s−1, tm = 30 min and DS = DF (=
D) = 10−5 cm2 s−1. We note that under the a priori scaling assumptions above, parameters α, β and γ all
have dimension 1/T and we set α = β = 1000/hour with γ = 0. Note that the high values for α and β model
the scenario in which succinate becomes rapidly depleted at the initial drop site.

To solve the equations we adopt a Method of Lines approach. Space (x ∈ [−4, 4]) and the internal
variable (z ∈ [0, 1]) are both discretized using uniform meshes of discretization lengths ∆x = 0.004 cm and
∆z = 0.01, respectively. Cellular movement terms are discretized with third order upwinding, augmented by
a Van Leer flux limiting scheme to maintain positivity of solutions. The internal variable terms in the cell
equation are discretized with a first order upwinding scheme. The integral terms in the succinate/aspartate
equations (20)-(21) are approximated by a simple trapezoidal scheme while diffusion terms are solved via
a second order central difference scheme. The resultant system of ODEs is integrated in time using the
ROWMAP stiff system solver [33] using absolute and relative error tolerances fixed at 10−9. We note that
similar methods have been successfully adopted to solve a number of related equations (e.g. see [18,30]).
Validation of the numerical scheme has been performed through varying both discretization lengths and
error tolerances, as well as employing an explicit time-stepping scheme to solve the ODE system.

3.1 Constant turning rates

We first consider the case with a constant turning rate λ(ζ) = λ0. This corresponds to κ → ∞ in (25).
Here, there is no bias in the response of cells to the aspartate gradient and we expect the bacteria to simply
disperse from the initial drop location. In the left column of Figure 2 we plot the spatio-temporal evolution
for the model variables, while in the right column we plot the cross-sectional profiles of the same variables
at the specific time points t = 1 hour (dotted line), t = 12 hours (dash-dot line), t = 24 hours (dashed
line), t = 36 hours (solid line) and t = 48 hours (thick solid line). From top to bottom, the variables plotted
represent the sum of right- and left-moving cells (p+ + p−) integrated over the internal variable (i.e. the
macroscopic cell density n =

∫

(p+ + p−)dz ), the sum of right- and left-moving cells (p+ + p−) integrated
over space (i.e. the distribution of cells across the internal variable), the aspartate concentration and the
succinate concentration.

Cells quickly (t = 1 hour profiles) deplete the available succinate (Fig. 2, bottom row) while producing
aspartate (third row). Within areas of depleted succinate, cell starvation sets in accompanied by the sub-
sequent metabolic shift to aspartate consumption (implied by the shift in the distribution of the cells with
respect to the internal variable, second row). By t = 12 hours, the aspartate is also depleted at the initial
drop location. With zero chemotactic bias, cells undergo an unbiased random walk, resulting in the diffusive
spread of cells from the initial drop location (Fig. 2, top row).



Travelling waves in hyperbolic chemotaxis equations 9

Fig. 2 Numerical simulations showing evolution of (18)-(21) under a constant turning rate (λ0). Left column show the
spatio-temporal evolution of key variables, with brightness representing the magnitude of the variables. Right column
plots the profiles at times t = 1 (dotted line), 12 (dash-dot), 24 (dashed), 36 (solid) and 48 (thick solid) hours. Top
row: macroscopic cell density, Second row: distribution of cells with respect to the internal variable z, Third row:
aspartate concentration, Bottom row: succinate concentration. Model parameters and numerical details as described
in text.
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3.2 Aspartate chemotaxis: Nonconstant turning rates

We now incorporate chemotactic responses to aspartate gradients via the nonlinear turning rate (25) under
varying κ. We note that smaller κ leads to more significant responses under shallow signal gradients. Note
that in the limit κ → 0 we obtain the switch turning rate function (26), corresponding to infinite sensitivity
to the signal (which is represented by the rate of change of λ at 0, i.e., λ′(0) for λ differentiable).

In Fig. 3 we plot numerical simulations for (18)-(21) with (25) under the previously defined parameter
values and κ = 1.0. The addition of aspartate chemotaxis dramatically alters solution behaviour. In the ini-
tial phase (t = 1 hour), the population remains concentrated near the initial drop location: rapid succinate
depletion leads to aspartate production and chemotactic-induced aggregation of the population. The low
succinate levels also induce a shift to a starving phenotype and subsequent aspartate consumption. Corre-
spondingly, aspartate also becomes depleted at the inoculation site with aspartate maxima moving outwards
from the inoculation site. The chemotactic response allows cells to keep pace with the aspartate maxima,
generating bands of bacteria that migrate outwards. Note, however, that a certain fraction of the population
are left within the tail of the band (where the aspartate gradient is low) – compare Fig. 4 (a) with (b) for
an expanded view of the tail– resulting in the gradual reduction of the peak macroscopic density. This is
clearly consistent with the snapshot of the hybrid based model of [13] shown in Figure 1. Nevertheless, this
decrease remains relatively small on experimentally relevant timescales.

We further investigate the dependence of the band profile on the sensitivity of cells to the chemoattractant.
In Fig. 4 we plot the bacterial bands under a range of κ values. Larger values (e.g. Fig. 4 (c), κ = 10.0) result
in rapidly dispersing bands with the peak density dropping rapidly as it moves radially outwards. Reductions
in κ (e.g. Fig. 4 (d), κ = 0.1) result in a more tightly maintained band that migrates with almost constant
speed. Of further remark is the noticeably slower movement of the band under lower values of κ.

From a biological perspective, these results are clearly consistent with the experimental system described
earlier, validating our modelling process. In the next section we show analytically that the migrating bands
observed numerically here do not stabilize into travelling bands and eventually damp out, however in the
limit κ → 0 the migrating band does stabilize.

4 Travelling wave analysis

In this section, we analyze the existence of travelling wave solutions of the system (18)-(21) under different
forms of turning rate λ and compare the analytical results with the numerical solutions presented in Section
3. We assume λ(0) = λ0 > 0 throughout the section, as suggested by biological observations. For analytical
convenience, we define the z−moments,

n+(x, t) =

∫

R

p+(x, z, t)dz, n−(x, t) =

∫

R

p−(x, z, t)dz,

n+
z (x, t) =

∫

R

zp+(x, z, t)dz, n−
z (x, t) =

∫

R

zp−(x, z, t)dz,

so the macroscopic cell density n satisfies n = n+ + n−. We further define,

j = s(n+ − n−), nz = n+
z + n−

z , jz = s(n+
z − n−

z ).

We denote

λ1(ζ) ≡ λ(ζ) − λ(−ζ) and λ2(ζ) = λ(ζ) + λ(−ζ).

Then by integrating (18) – (19) over z, and adding (resp. subtracting and multiplying by s) the resulting
equations, we obtain

∂n

∂t
+

∂j

∂x
= 0, (28)

∂j

∂t
+ s2 ∂n

∂x
= sλ1

(

∂S

∂x

)

n − λ2

(

∂S

∂x

)

j. (29)
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Fig. 3 Numerical simulations showing evolution of system (18)-(21) and (25) with κ = 1.0. Left column show the
spatio-temporal evolution of key variables while right column plots the profiles at times t = 1 (dotted line), 12 (dash-
dot), 24 (dashed), 36 (solid) and 48 (thick solid) hours. Top row: macroscopic cell density, Second row: distribution of
cells with respect to the internal variable z, Third row: aspartate concentration, Bottom row: succinate concentration.
Model parameters and numerical details as described in text.
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(a) (b)

(c) (d)
Fig. 4 Numerical simulations of (18)-(21) and (25) showing evolution of the macroscopic cell density under varying
κ. (a) κ = 1, (b) Expanded vertical axis view of κ = 1 showing fraction of population left in the wake of the migrating
band, (c) κ = 10, (d) κ = 0.1. For clarity, the solutions are plotted on the half domain x ≥ 0. For each figure we
plot solution profiles at t = 1 (dotted), 12 (dash-dot), 24 (dashed), 36 (solid) and 48 (thick solid) hours. Other model
parameters and numerical details as described in text.

Multiplying (18) – (19) by z, integrating over z, and adding (resp. subtracting) the resulting equations, we
get

∂nz

∂t
+

∂jz

∂x
=

F

tm
n − 1

tm
nz, (30)

∂jz

∂t
+ s2 ∂nz

∂x
=

F

tm
j − 1

tm
jz + sλ1

(

∂S

∂x

)

nz − λ2

(

∂S

∂x

)

jz. (31)

Equations (28), (29) are equivalent to

∂2n

∂t2
− s2 ∂2n

∂x2
= −s

∂

∂x

[

λ1

(

∂S

∂x

)

n

]

+
∂

∂x

[

λ2

(

∂S

∂x

)

j

]

,

from which we see that the hyperbolic chemotaxis model can only be reduced to classical chemotaxis equations
when the turning rate is symmetric about λ(0) = λ0 (i.e. when λ(ζ)−λ0 is an odd function of ζ). To simplify
equations (20), (21), we define the average value of h at each point x and time t by

H(x, t) =

∫

R

h(z)[p+(x, z, t) + p−(x, z, t)]dz,
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which represents the macroscopic density of the non-starving population if we regard h(z) as the probability
to be non-starving for cells with state variable z. Equations (20), (21) subsequently read as

∂S

∂t
= DS

∂2S

∂x2
+ αFH − βS(n − H) − γS , (32)

∂F

∂t
= DF

∂2F

∂x2
− βFH . (33)

In the remaining of this section, we first introduce the traveling wave ansatz, and then prove that as a
necessary condition for traveling wave solutions, the turning rate λ must be discontinuous at ξ = 0, and this
necessary condition is independent of the chemical dynamics, i.e., the equations for S and F . This strictly
proves that for κ 6= 0 in (25), the numerical waves will not stabilize to constant magnitude and speed. We
finally study the existence of traveling wave solutions with the limiting turning rate (26) for two types of
traveling waves:

Case I: no-starvation traveling waves. In this scenario, none of the cells starve, i.e. p±(x, z, t) ≡ 0 for
z ≤ zc when h(z) is given by (12). Therefore H ≡ n and F ≥ zc globally. The system (28)-(29), (32)-(33)
subsequently becomes a closed system of four equations for four unknowns n, j, S and F .

Case II: traveling waves with starvation. In this case, equations (30)-(31) cannot be decoupled from
the system (28) – (33) as for Case I. We note that the analysis conducted corresponds to the numerical
exploration in Section 3 where we assumed 0 ≤ min F ≤ maxF ≤ 1 and adopted the simple linear form
h(z) = z. Hence we have H = nz and (28) – (33) is a closed system of six equations for six unknowns n,
j, nz, jz, S and F .

For the simplicity of the analysis we assume DS = DF = 0 here. While we believe similar results are true
for DS > 0, DF > 0, this remains the subject for future investigations.

4.1 Travelling wave ansatz

We take the travelling wave ansatz (with 0 < c ≤ s),

n(x, t) = N (x − ct), j(x, t) = J (x − ct), S(x, t) = S(x − ct), H(x, t) = H(x − ct),

nz(x, t) = Nz(x − ct), jz(x, t) = Jz(x − ct), F (x, t) = F(x − ct),

and substitute into equations (28)–(33). From (28) we obtain

−cN ′ + J ′ = 0,

which describes a conservation condition for the total cell mass. Assuming J and N decay to zero at infinity,
the above implies

J = cN . (34)

If c = s then, from equation (34) and the definitions of n and j we obtain n− = 0 and n = n+: all cells
swim to the right and tumbling does not occur irrespective of the signal. Therefore N (x − st) = n(x, t) =
n+(x, t) = n(x−st, 0) and Nz(x−st) = nz(x, t) = n+

z (x, t) = nz(x−st, 0). This case is trivial and we neglect
it from further consideration. For the remainder of the paper, we look for travelling wave solutions in which
0 < c < s. Applying the traveling wave ansatz to (29)–(33) and using (34) we obtain

N ′ =
1

s2 − c2
(sλ1(S′) − cλ2(S′))N , (35)

N ′
z =

1

s2 − c2

[

2c

tm
FN − c

tm
Nz − 1

tm
Jz + sλ1(S′)Nz − λ2(S′)Jz

]

, (36)

J ′
z =

1

s2 − c2

[

s2 + c2

tm
FN − s2

tm
Nz − c

tm
Jz + csλ1(S′)Nz − cλ2(S′)Jz

]

, (37)
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and

− cS′ = DSS′′ + αFH − βS(N −H) − γS, (38)

− cF ′ = DFF ′′ − βFH. (39)

Steady states of the system satisfy (N ,Nz ,Jz ,S,F) = (0, 0, 0,Ss,Fs). Travelling wave solutions correspond
to heteroclinic orbits between different steady states, i.e. solutions of the system that satisfy

lim
ξ→±∞

N (ξ) = lim
ξ→±∞

Nz(ξ) = lim
ξ→±∞

Jz(ξ) = 0,

lim
ξ→±∞

F(ξ) = F±,

lim
ξ→±∞

S(ξ) = S± with S+ = 0.

(40)

4.2 A necessary condition for travelling wave solutions

In Section 3 travelling wave-like solutions were numerically observed under the nonlinear function (25). For
κ > 0, these solutions decayed slowly with the decay rate decreasing as κ → 0. Our speculation was that
in the limit κ → 0 travelling wave solutions may exist. In the following lemma we show from equation (35)
that the existence of travelling wave solutions necessitates λ to be discontinuous at 0. Thus, for the turning
rate (25) with κ > 0, steady travelling waves in the strict mathematical sense do not exist.

Lemma 1 A nontrivial (i.e. c 6= 0,±s) continuous travelling wave solution of (28)–(33) is only permissible
when λ(ζ) is discontinuous at ζ = 0.

Proof. Denoting V = S′, equation (35) reads

N ′ =
1

s2 − c2
(sλ1(V ) − cλ2(V ))N . (41)

We assume λ(ζ) is continuous at ζ = 0 and derive a contradiction. First assume that N > 0 in the whole
domain. By the boundary conditions, N → 0 as ξ → −∞, therefore we have N ′(ξj) > 0 for ξj < 0 and
limj→∞ ξj = −∞, which means sλ1(V (ξj)) − cλ2(V (ξj)) > 0. However, since V → 0 as ξ → −∞, by the
continuity of λ, sλ1(V ) − cλ2(V ) → −2cλ(0) < 0 as ξ → −∞ which gives a contradiction. Hence there is a
finite negative number ξ0 such that n = 0 when ξ ≤ ξ0, and n is not always equal to 0 for ξ > ξ0. However,
this is inconsistent with the uniqueness of the solution to equation (41), giving a contradiction. Therefore
λ(ζ) can not be continuous at ζ = 0.

In the limiting case κ → 0, the nonlinear turning rate (25) becomes the switch turning rate function
given by (26). In the next section we investigate the existence of travelling wave solutions under this specific
turning rate.

4.3 Travelling waves for the switch turning rate (26)

For λ given by (26), λ1 and λ2 are given by

λ1(ζ) =











−2λ0, ζ < 0

0, ζ = 0

2λ0, ζ > 0

, λ2(ζ) ≡ 2λ0. (42)

From the numerical investigation, we speculate that there exist travelling wave solutions that have a single
wave peak of S and n in both cases I and II for certain parameters, and in the following we seek to prove
this conjecture under the assumption DS = DF = 0 by constructing the solutions. Let us denote

YS = {f ∈ C1(R); f is monotonically decreasing for ξ > 0 and increasing for ξ < 0, lim
ξ→∞

f(ξ) = 0}.
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We translate the coordinate system as necessary such that S peaks at ξ = 0, i.e., arg maxξ∈R
S(ξ) = 0.

Notice that using the turning kernel (26), the equations (35)-(37) for N , Nz and Jz only depend on the sign
of S′. Therefore assuming S ∈ YS , Equations (35)-(37) become

N ′ = −σ2N , (43)

m′ = −Am + FNa, (44)

for ξ > 0 (S′ < 0 therefore λ1 = −2λ0) and

N ′ = σ1N , (45)

m′ = Bm + FNa, (46)

for ξ < 0 (S′ > 0 therefore λ1 = 2λ0). Here

σ1 =
2λ0

s + c
, σ2 =

2λ0

s − c
, m =

(

Nz

Jz

)

,

and

A =
1

s2 − c2

(

2λ0s + ct−1
m 2λ0 + t−1

m

2λ0cs + s2t−1
m 2λ0c + ct−1

m

)

, a =
1

tm(s2 − c2)

(

2c
s2 + c2

)

,

B =
1

s2 − c2

(

2λ0s − ct−1
m −2λ0 − t−1

m

2λ0cs − s2t−1
m −2λ0c − ct−1

m

)

.

These equations are linear in N , Nz and Jz and hence we can solve them in terms of F by treating the speed
c as a parameter. The following Lemma gives the solution to N and predicts waves with a sharp wavefront
and a shallower tail, consistent with the simulations in Section 3.

Lemma 2 Assume the system (28)-(33) has traveling wave solutions with a single peak of S, then N is of
the form

N (ξ) =







n0e
σ1ξ, ξ ≤ 0;

n0e
−σ2ξ, ξ > 0.

(47)

where n0 = N (0).

Proof. This follows directly from integrating equations (43) and (45).

Let N0 denote the total cell population N0 =
∫∞

−∞
Ndξ, then from (47), we obtain N0 = n0s/λ0. In the

following we determine the existence of traveling wave solutions of the two types and the speed of the wave
as a function of the model parameters under the assumption DS = DF = 0.

4.3.1 Case I: Travelling waves without starvation. In this section, we state the main result for the existence
of the no-starvation traveling wave solutions, that is, minF = F− > zc where zc is the switching threshold
in the function h given by (12). Hence we obtain H = N , and by assuming DS = DF = 0, (38)–(39) read

− cS′ = αFN − γS, (48)

− cF ′ = −βFN . (49)

We show that a nonzero linear degradation of the attractant is necessary for the existence of a travelling
wave solution. We define the auxiliary function

I(θ, z) = zeθz(θz)−(1+z)

∫ θz

0

ηze−ηdη .

It can be written as
I(θ, z) = zeθz(θz)−(1+z) γ(z + 1, θz)
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where γ(z + 1, θz) is the so called lower incomplete gamma function which is defined by

γ(q1, q2) =

∫ q2

0

ηq1−1e−ηdη . (50)

Notice that if γ = 0 then immediately from (48), S ′ ≤ 0 and S non-increasing in the whole domain,
therefore there does not exist traveling wave solution with min F = F− > zc and S ∈ YS . In the following
theorem, we consider the case γ > 0.

Theorem 3 Assume DS = DF = 0, γ > 0, and assume h, λ are given by (12), (26), then there exist a
traveling wave solution with min F = F− > zc and S ∈ YS if and only if there exists τ2 such that

I

(

βN0λ0

sγ
, τ̄2

)

= 1, τ2 >
sγ

βN0λ0
, (51)

and

F+ exp

[

−βN0

s
− 2τ̄2

βN0λ0

sγ

]

> zc. (52)

Furthermore the speed of the traveling wave is uniquely determined as

c =
sγ

γ + 2λ0τ2
, (53)

and the traveling wave solution N , S and F are explicitly given by (47), and

S =























S0e
γ
c

ξ

(

1 − τ1e
−t1t−1+τ1

1

∫ t1eσ1ξ

t1

η−τ1eηdη

)

, ξ ≤ 0,

S0e
γ
c

ξ

(

1 + τ2e
t2t−1−τ2

2

∫ t2e−σ2ξ

t2

ητ2e−ηdη

)

, ξ > 0,

(54)

F =

{

F0 exp
[

t1
(

eσ1ξ − 1
)]

, ξ ≤ 0,

F0 exp
[

t2
(

1 − e−σ2ξ
)]

, ξ > 0,
(55)

where

t1 =
βN0(s + c)

2sc
, t2 =

βN0(s − c)

2sc
, σ1 =

2λ0

s + c
, σ2 =

2λ0

s − c
,

S0 = S(0) = αF0/γ, F0 = F(0) = F+e−t2 .

A sufficient condition for the existence of τ2 is

I

(

θ,
1

θ

)

=
e

θ

∫ 1

0

η
1

θ e−ηdη < 1, with θ =
βN0λ0

sγ
. (56)

For the integrity of the main text, we give the proof and formula in Appendix B, while a numerical illustration
is given by Figure 5. We note that the width of the traveling band is on a spacial scale of millimeters, which
agrees with the experimental findings [10,11]. We also note that in this numerical example, the parameters
used satisfies the conditions in Theorem 3 and the wave speed is within the experimental range, i.e., c ∼ 1−2
mm/hour [10,11].
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Fig. 5 Travelling waves under no starvation. The wave speed c is given by c = 1.5613 mm/hour while other parameters
were set at DS = DF = 0 cm2/sec, n0 = N0λ0/s = 1, α = β = 0.2/sec, γ = 0.05/sec, λ0 = 1/sec and s = 10 µm/sec.

4.3.2 Case II: Travelling waves with starvation. We seek travelling wave solutions for the case in which
succinate-depleted cells convert to aspartate consumption. Here we focus on the case γ = 0 and h(z) = z as
employed in the numerics. We note that this case is more complicated since it is also necessary to solve the
equations for Nz and Jz. As for Case I, we assume D = 0 in the following analysis. The system (38)–(39) is

S′ = −α

c
FNz +

β

c
(N −Nz)S, (57)

F ′ =
β

c
FNz . (58)

Therefore the system (43), (44), (45), (46), (57) and (58) is a closed system of five equations for five unknowns
N ,Nz ,Jz,S and F . In the following we first prove in Theorem 4 that given S ∈ YS , the subsystem (43),
(44), (45), (46) and (58) has a unique solution satisfying the boundary conditions (40) and give the forms of
N ,Nz ,Jz,F in terms of S, then we tend to show that S ∈ YS . Since the form for S and S′′ are much more
complicated than Case I, we only show numerically that S ∈ YS in Figure 6, the strict proof of this is left as
future work.

Theorem 4 Assume S ∈ YS, treating c as a parameter, then the system (43), (44), (45), (46), and (58) has
a unique bounded solution that satisfies the boundary conditions (40) with N (0) = n0, F(0) = F0 and F
monotonically increasing. In addition, if

F0 exp

[

βN0(s − c)

2sc

]

≤ 1, (59)

then F+ = lim
ξ→+∞

F(ξ) ≤ 1.

The proof of Theorem 4 is given in Appendix C.

Given N , Nz, Jz and F , then S can be expressed as

S(ξ) = exp

[

β

c

∫ ξ

0

(N −Nz)dζ

](

S0 −
α

c

∫ ξ

0

FNz exp

[

−β

c

∫ ζ

0

(N −Nz)dη

]

dζ

)

, (60)

with

S0 =
αF0Nz(0)

β(n0 −Nz(0))
(61)

determined by S′(0) = 0. From the expression we see that S is bounded in ξ ∈ R given (59). To prove
that the solutions given in Theorem 4 can be extended to a traveling wave solution with starvation by this
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formula, we need to determine c with 0 < c < s such that S ′′ ∈ YS and S′(ξ) 6= 0 for ξ 6= 0 (similar to the
argument in the proof of Theorem 3). When S′ = 0, we have

S′′ = −α

c
F ′Nz − α

c
FN ′

z +
β

c
(N ′ −N ′

z)S

=











− αβ

c2
FN 2

z − α

c
FN ′

z +
β

c
S(−σ2N −N ′

z) ξ > 0

− αβ

c2
FN 2

z − α

c
FN ′

z +
β

c
S(σ1N −N ′

z) ξ < 0.

(62)

The form of S′′ in this case makes the analysis of the sign of S′′ rather complicated, but we show the resulting
wave through a numerical example in Figure 6. We note that the width of the traveling band is on a spacial
scale of millimeters, which agrees with the experimental findings [10,11]. To generate the waves, first, for
each c, we numerically solve N , Nz , Jz and F by iteration using the mapping W defined in the proof of
Theorem 4 (since the mapping is a contraction, the iteration method converges). We then increase c from 0
to s in small increments to find c∗ such that limξ→∞ S = S+ = 0.

−1 −0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1
N

x in mm
−1 −0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1

N
z
 (line) and J

z
 (dot−line)

x in mm

−1 −0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1
F

x in mm
−1 −0.5 0 0.5 1
0

0.1

0.2

0.3

0.4
S

x in mm

Fig. 6 Travelling waves with speed c = 1.71 mm/hour of case II (i.e., including starvation). Parameters used tm = 30
min, γ = 0, others are the same as in Figure 5. The wave is constructed using the iterative method described in the
text. Numerical simulations show that the wave speed is uniquely determined by F+ and S+.

5 Discussion

In this paper we have formulated a mathematical model for bacterial chemotaxis that takes into account a
variety of internal processes, such as details of signal transduction and the metabolic response of cells to low
nutrient levels. The model is based on a one-dimensional analogy to the experimental swarm rings observed
by Budrene and Berg [10,11]. Other forms of travelling bacterial bands, such as those observed by Adler [2–4],
could be modeled similarly, although differences in the form and nature of the extracellular signals would need
to be taken into account. We demonstrated that the model is well-posed by proving global existence under
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the special case of zero cell growth. Numerical simulations of a further reduced model implied that, under
certain limiting scenarios, travelling wave behaviour could occur. The existence of these travelling waves was
demonstrated under two specific cases: with and without a cell starvation effect. Numerical algorithms are
provided to compute the traveling wave solutions. The stability of the traveling wave solutions is left for
future investigation.

As described in the introduction, classical chemotaxis models of the type studied in [24] typically requires
singularities in the chemotactic sensitivity to generate travelling waves under scenarios of zero cellular growth:
such an assumption provides the cells left in the wake of a travelling band unbounded velocities, allowing
them to keep pace with the spreading band. In the hyperbolic model developed here, travelling waves have
been mathematically demonstrated even for bounded velocities and turning rates. We should note that we
neglected cell growth and require the assumption in which the turning rate function of the cells allows them
to respond to infinitesimally shallow chemotactic gradients, in order to keep the band undamped over time.
This property is intrinsic to hyperbolic models of chemotaxis with no cell growth, and is independent of the
extracellular signal dynamics. From a biological perspective, it is worth noting that the numerical simulations
performed here for less restrictive turning rates and biologically relevant parameter values display relatively
slow decay of the bacterial bands on experimentally relevant timescales.

To address the fundamental question of travelling waves driven by chemotaxis, the analysis here has
excluded (explicit) inclusion of bacteria proliferation. Obviously, in the application to experimental observa-
tions, growth is a significant factor both during the propagation of the swarm front as well as any patterning
processes occurring in the wake of the front [11]. This is especially more important for the two-dimensional
swarm ring formation than the one-dimensional analogy here. It can be shown numerically that the addition
of indirect nutrient-dependent growth rate k(z) into the hyperbolic model probably can lead to travelling
waves under less stringent requirements for the turning rate functions (unpublished results). A detailed ana-
lytical study into this important case, including a more direct (and quantitative) comparison between model
predictions and experimental observations, is left for future investigations. The study of existence of travel-
ing waves and lateral instability for the two dimensional traveling rings is also left for future investigation.
Recently, it has been shown that aggregates of bacteria may show “volcano-effect”, where bacteria regularly
overshoot a sharp peak of chemoattractant [31]. This phenomena was not observed in the analysis of the
simplified model (18)-(21) since we assumed the temporal signal sensing as effective as spatial signal sensing.
Whether traveling wave solutions with observable “volcano effect” exist for the full model (8)-(11) is left for
future investigations.
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A Appendix: Proofs of Theorems 1 and 2

To prove Theorems 1, we need estimates on growth in time of S, F in L∞ norm, which essentially control
time evolution of Lp norm of p+ and p− by applying Lemma 3.1 from [23], i.e. the Gronwall inequality which
ensures boundedness in time in Lp norm of solutions to our kinetic model. Let

n(x, t) =

∫

Y

∫

Z

p+(x,y, z) + p−(x,y, z) dydz,

where Y = R
q, Z = R

2 in the notation of Theorem 1 and Y = ∅, Z = R for Theorem 2, respectively. Note
that this definition for n(x, t) is the same as the one defined in Section 4.
First, we prove the following auxiliary lemma.
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Lemma 3 If n ∈ L∞([0,∞) : L1 (R)), then the solution (S, F ) in (10) − (11) satisfies

‖F (t)‖L∞(R) ≤ C ‖F0‖L∞(R) , (63)

‖S (t)‖L∞(R) ≤ C
(

‖F0‖L∞(R) ‖n0‖L1(R) + ‖S0‖L∞(R)

)

, (64)

where C depends on α, β, γ, DF and DS and where n0 =
∫

Y

∫

Z
p+
0 + p−0 dydz.

Proof. Since the proof is similarly given as in the first part of the proof of Lemma 4, we omit it.
Now we give a brief sketch of the proof of Theorem 1

Proof (of Theorem 1)
Integrating (8) and (9) with k(z) = 0 over R×Y×Z, and noticing that p± vanishes for large y and z by

(5) – (7) and Lemma 3, we obtain that p+(·, ·, ·, t) ∈ L1(R × R
q × R

2).
Given any 1 < r < ∞, by multiplying r(p+)r−1 to (8), one obtains,

∂

∂t

[

(p+)r
]

+ s
∂

∂x

[

(p+)r
]

+ r(p+)r−1

q
∑

i=1

∂

∂yi

[

fip
+
]

+ r(p+)r−1
2
∑

i=1

∂

∂zi

[

gip
+
]

= λ(y)
[

− r(p+)r + r(p+)r−1p−
]

.

Integrating the above equation over R × Y × Z, one obtains,

d

dt
‖p+‖r

Lr(R×Y×Z) +

∫

r(p+)r−1

q
∑

i=1

∂

∂yi

[

fip
+
]

dxdydz +

∫

r(p+)r−1
2
∑

i=1

∂

∂zi

[

gip
+
]

dxdydz

= −r

∫

λ(y)(p+)r dxdydz + r

∫

λ(y)(p+)r−1p− dxdydz. (65)

Since

∂

∂yi

[

fi(p
+)r
]

=
∂fi

∂yi
(p+)r + r(p+)r−1fi

∂p+

∂yi

=
∂fi

∂yi
(p+)r + r(p+)r−1 ∂

∂yi

[

fip
+
]

− r
∂fi

∂yi
(p+)r

= (1 − r)
∂fi

∂yi
(p+)r + r(p+)r−1 ∂

∂yi

[

fip
+
]

,

one obtains

r(p+)r−1 ∂

∂yi

[

fip
+
]

=
∂

∂yi

[

fi(p
+)r
]

+ (r − 1)
∂fi

∂yi
(p+)r,

summing over i, it becomes

r(p+)r−1

q
∑

i=1

∂

∂yi

[

fip
+
]

= ∇y · (f(p+)r) + (r − 1)(∇y · f)(p+)r.

Integrating over R × Y × Z, and noticing the boundary terms all vanish, one obtains,

∫

r(p+)r−1

q
∑

i=1

∂

∂yi

[

fip
+
]

dxdydz = (r − 1)

∫

(∇y · f)(p+)r dxdydz. (66)

Similarly,
∫

r(p+)r−1
2
∑

i=1

∂

∂zi

[

gip
+
]

dxdydz = (r − 1)

∫

(∇z · g)(p+)r dxdydz. (67)

By Young’s Inequality, one has

(p+)r−1p− ≤ r − 1

r
(p+)r +

1

r
(p−)r,
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therefore

r

∫

λ(y)(p+)r−1p− dxdydz ≤ (r − 1)

∫

λ(y)(p+)r dxdydz +

∫

λ(y)(p−)r dxdydz,

and

RHS of (65) ≤
∫

λ(y)
[

−(p+)r + (p−)r
]

dxdydz. (68)

Considering (66) – (68), from (65) we obtain

d

dt
‖p+‖r

Lr(R×Y×Z) ≤ −(r − 1)

∫

[∇y · f(y, S) + ∇z · g(z, F )] (p+)r dxdydz

+

∫

λ(y)
[

−(p+)r + (p−)r
]

dxdydz. (69)

Similarly, by following the same procedure for (9), one obtains,

d

dt
‖p−‖r

Lr(R×Y×Z) ≤ −(r − 1)

∫

[∇y · f(y, S) + ∇z · g(z, F )] (p−)r dxdydz

+

∫

λ(y)
[

(p+)r − (p−)r
]

dxdydz. (70)

Adding (69) and (70), and using assumptions (15) and Lemma 3, one obtains

d

dt

(

‖p+‖r
Lr(R×Y×Z) + ‖p−‖r

Lr(R×Y×Z)

)

≤ −(r − 1)

∫

[∇y · f(y, S) + ∇z · g(z, F )]
[

(p+)r + (p−)r
]

dxdydz

≤ (r − 1)
(

Π1(||S(·, t)||L∞) + Π2(||F (·, t)||L∞)
)(

‖p+‖r
Lr(R×Y×Z) + ‖p−‖r

Lr(R×Y×Z)

)

≤ C(r − 1)
(

‖p+‖r
Lr(R×Y×Z) + ‖p−‖r

Lr(R×Y×Z)

)

where C is independent of r and depends on ‖S0‖L∞ , ‖F (·, t)‖L∞, ‖n0‖L1(R). Applying the Gronwall’s in-
equality to the above inequality, one obtains,

‖p±(t)‖r
Lr(R×Y×Z) ≤ H0(r)e

C(r−1)t, (71)

with

H0(r) = ‖p+(0)‖r
Lr(R×Y×Z) + ‖p−(0)‖r

Lr(R×Y×Z).

Since H0(r)
1/r is bounded in r ∈ (1,∞), we obtain from (71) that

‖p±(t)‖Lr(R×Y×Z) ≤ CeCt(r−1)/r ≤ CeCt, (72)

where C are constants that depend only on the initial data but not r. By taking the limit as r → ∞, one
obtains

p±(·, ·, ·, t) ∈ L∞(R × Y × Z).

Once we have a priori estimates, we can apply standard methods such as a vanishing viscosity method as in
[23] to obtain a global existence of solutions. Thus we complete a sketch of the proof of the theorem.

To prove Theorems 2, we need estimates of not only S, F but also their derivatives in L∞ norm. For the
purpose, we give the following lemma.
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Lemma 4 If n ∈ L∞([0,∞) : L1 (R) ∩ L2 (R)), then the solution (S, F ) in (10) satisfies

‖F (t)‖Lr(R) ≤ C1 ‖F0‖Lr(R) , 1 ≤ r ≤ ∞, (73)

‖S (t)‖Lr(R) ≤ C1(‖F0‖L∞(R) ‖n0‖L1(R) t
1

r + ‖S0‖Lr(R)), 1 ≤ r ≤ ∞, (74)

∥

∥

∥

∥

∂F

∂x
(t)

∥

∥

∥

∥

L∞(R)

≤ C2

[

1 + ‖n (0)‖L1(R)

{

1 + ln
(

‖n(t)‖L2(R) + 1
)}]

, (75)

∥

∥

∥

∥

∂S

∂x
(t)

∥

∥

∥

∥

L∞(R)

≤ C2

[

1 + ‖n (0)‖L1(R)

{

1 + ln
(

‖n(t)‖L2(R) + 1
)}]

, (76)

where C1 is independent of r and only depends on α, β, γ, DF , and DS and C2 depends on ||F0||L∞(R),

||F0||L2(R), ||∂F0

∂x ||L∞(R), ||S0||L∞(R), ||S0||L2(R), ||∂S0

∂x ||L∞(R).

Proof. We give only estimates for F and ∂F
∂x and note that the estimates for S and ∂S

∂x can be similarly
derived. For simplicity, we assume DF = 1 and β = 1. First, we integrate (21) to get (73) for r = 1. For
r ≥ 2, we multiply (21) by rF r−1, integrate with respect to x, and use F ≥ 0 to derive (73) for 2 ≤ r < ∞.
And by taking r → ∞, we can obtain (21) for r = ∞.
Note that the heat kernel H of the heat operator is given by

H (x, t) =
1√
t
exp

(

−x2

4t

)

and its Fourier transform is

Ĥ (ξ, t) = exp
(

−4tξ2
)

.

We apply Duhamel’s principle to obtain

F (x, t) = H ∗ F0 −
∫ t

0

(

H ∗
[

F

∫

Y

∫

Z

h(z2)[p
+(x,y, z) + p−(x,y, z)] dydz

])

(x, t − τ) dτ

= H ∗ F0 −
∫ t

0

(H ∗ [FH ]) (x, t − τ) dτ,

where we define

H =

∫

Y

∫

Z

h(z2)[p
+(x,y, z) + p−(x,y, z)] dydz,

which is the same as H in Section 4. Note that

||H ||Lr(R) ≤ ||n||Lr(R) for all 1 ≤ r ≤ ∞,

We also have sup0≤τ≤t ‖n‖L1(R) = ‖n(0)‖L1(R) since the total population size is preserved, namely

∫

R

n(x, t)dx =

∫

R

n(0)(x)dx =

∫

R

(n+(0) + n−(0))(x)dx for all t.

since, from the equations, we have
d

dt

∫

R

n(x, t)dx = 0.

Also it can be easily shown that

|| ˆFH ||L∞(R) ≤ ||FH ||L1(R) ≤ ||F ||L∞(R)||H ||L1(R) ≤ C1||F0||L∞(R)||n||L1(R) ≤ C1||F0||L∞(R)||n0||L1(R), (77)

and

|| ˆFH ||L2(R) = ||F̂ ∗ Ĥ ||L2(R) ≤ ||F̂ ||L2(R)||Ĥ||L2(R) = ||F ||L2(R)||H ||L2(R) ≤ C1||F0||L2(R)||n||L2(R) (78)
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Now we estimate
∥

∥

∂F
∂x

∥

∥

L∞(R)
as follows:

∥

∥

∥

∥

∂F

∂x

∥

∥

∥

∥

L∞(R)

≤ C

∥

∥

∥

∥

∂F0

∂x

∥

∥

∥

∥

L∞(R)

+ ‖ξ (F −H ∗ F0 )̂ ‖L1(R)

≤ C

∥

∥

∥

∥

∂F0

∂x

∥

∥

∥

∥

L∞(R)

+

∫ ∞

−∞

∫ t

0

|ξ|
∣

∣

∣Ĥ ˆFH
∣

∣

∣ (ξ, t − τ) dτdξ

= C

∥

∥

∥

∥

∂F0

∂x

∥

∥

∥

∥

L∞(R)

+

∫ t

0

∫ ∞

−∞

|ξ| exp
(

−4τξ2
)

∣

∣

∣

ˆFH (ξ, τ)
∣

∣

∣ dξdτ.

The integration above is performed by splitting the time interval into a short time interval I1 and a large
time interval I2:

∫ t

0

∫ ∞

−∞

|ξ| exp
(

−4τξ2
)

∣

∣

∣

ˆFH (ξ, τ)
∣

∣

∣dξdτ = I1 + I2,

where

I1 =

∫ κ

0

∫ ∞

−∞

|ξ| exp
(

−4τξ2
)

∣

∣

∣

ˆFH (ξ, τ)
∣

∣

∣ dξdτ

I2 =

∫ t

κ

∫ ∞

−∞

|ξ| exp
(

−4τξ2
)

∣

∣

∣

ˆFH (ξ, τ)
∣

∣

∣ dξdτ

and where κ > 0 will be chosen later.
Estimation of integral I1:

For 0 < τ < κ, we use Hölder’s inequality with r = r′ = 2 to obtain:

∫ ∞

−∞

|ξ| exp
(

−4τξ2
)

∣

∣

∣

ˆFH (ξ, τ)
∣

∣

∣ dξ ≤
(∫ ∞

−∞

ξ2 exp
(

−8τξ2
)

dξ

)1/2 ∥
∥

∥

ˆFH
∥

∥

∥

L2(R)

≤
(

2

∫ ∞

0

ξ2 exp
(

−8τξ2
)

dξ

)1/2

‖F0‖L2(R) ‖n‖L2(R) ,

where we used the Plancherel’s equality in L2 and (78). Integrating by parts we have

∫ ∞

0

ξ2 exp
(

−8τξ2
)

dξ =
1

16τ

∫ ∞

0

exp
(

−8τξ2
)

dξ =

√
π

64
√

2
τ−3/2.

Hence, we obtain

I1 ≤ π1/4

4
4
√

23
‖F0‖L2(R) sup

0≤τ≤t
‖n(τ)‖L2(R)

∫ κ

0

τ−3/4dτ ≤ π1/4

4
√

23
κ1/4 ‖F0‖L2(R) sup

0≤τ≤t
‖n‖L2(R) .

Estimation of integral I2:
For κ ≤ τ ≤ t, we use Hölder’s inequality with r = 1, r′ = ∞ :

∫ ∞

−∞

|ξ| exp
(

−8τξ2
)

∣

∣

∣

ˆFH (ξ, τ)
∣

∣

∣dξ ≤
∥

∥

∥

ˆFH
∥

∥

∥

L∞(R)

∫ ∞

−∞

|ξ| exp
(

−8τξ2
)

dξ =
1

4τ
‖F0‖L∞(R) ‖n0‖L1(R) ,

where we used (77). So, we have

I2 ≤ 1

4
‖F0‖L∞(R) ‖n0‖L1(R)

∫ t

κ

1

τ
dτ ≤ 1

4
‖F0‖L∞(R) ‖n0‖L1(R) |ln t − lnκ| .

Therefore, we obtain
∥

∥

∥

∥

∂F

∂x

∥

∥

∥

∥

L∞(R)

≤ C

∥

∥

∥

∥

∂F0

∂x

∥

∥

∥

∥

L∞(R)

+ C

(

κ1/4 ‖F0‖L2(R) sup
0≤τ≤t

‖n‖L2(R) + ‖F0‖L∞(R) ‖n0‖L1(R) |ln t − lnκ|
)

.
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We now choose κ > 0 so as to optimize the upper bound for the inequality above:

κ = min

{

(

sup
0≤τ≤t

‖n‖L2(R)

)−4

, t

}

.

Thus we deduce the claim in the lemma:
∥

∥

∥

∥

∂F

∂x

∥

∥

∥

∥

L∞(R)

≤ C

∥

∥

∥

∥

∂F0

∂x

∥

∥

∥

∥

L∞(R)

+ C

[

1 + (ln t)+ + ‖F0‖L2(R) ‖F0‖L∞(R) ‖n0‖L1(R)

∣

∣

∣

∣

ln

(

sup
0≤τ≤t

‖n‖L2(R)

)∣

∣

∣

∣

]

≤ C

(

1 + (ln t)+ + ‖n0‖L1(R) sup
0≤τ≤t

∣

∣

∣ln(‖n(τ)‖L2(R))
∣

∣

∣

)

.

Now we give a brief sketch of the proof of Theorem 2.

Proof (of Theorem 2) Multiplying p+ and p− to (18) and (19), applying Hölder inequality, and using the
assumption (22) and Lemma 4, we obtain

d

dt

(

∥

∥p+
∥

∥

2

L2(R×R)
+
∥

∥p−
∥

∥

2

L2(R×R)

)

= −
∫

R×R

∂z

(

F − z

tm

)

[

(p+)2 + (p−)2
]

dxdz

− 2

∫

R×R

[

λ

(

−∂S

∂x

)

(p+)2 + λ

(

∂S

∂x

)

(p−)2
]

dxdz + 2

∫

R×R

[

λ

(

∂S

∂x

)

+ λ

(

−∂S

∂x

)]

p+p−dxdz

≤ C

[

1 +

∥

∥

∥

∥

λ

(

∂S

∂x
(·, t)

)∥

∥

∥

∥

L∞

]

(

∥

∥p+
∥

∥

2

L2(R×R)
+
∥

∥p−
∥

∥

2

L2(R×R)

)

≤ C

[

1 +

∥

∥

∥

∥

∂S

∂x
(·, t)

∥

∥

∥

∥

L∞

]

‖n(t)‖L2(R)

≤ C
[

1 + ‖n0‖L1(R)

{

1 + ln
(

‖n(t)‖L2(R) + 1
)}]

‖n(t)‖L2(R) .

Then we use Lemma 3.1 from [23] to deduce Theorem for r = 2. Once we get the claim for L2, we can obtain
the boundedness for ∂S

∂x from (76) and then multiplying the equations by r(p+)r−1, r(p−)r−1, we can deduce
the claim for general 1 ≤ r ≤ ∞. Thus we complete a sketch of the proof of the theorem.

B Appendix: Proof of Theorem 3

Assume DS = DF = 0, γ > 0 and assume h, λ are given by (12), (26), respectively. Without loss of generality,
we assume n0 = N0λ0/s = 1 for the presentation of the proof. For the general case, we can rescale N by n0

in the equations (48) and (49), and replace α, β by αn0, βn0 respectively.
We treat c as a parameter, and denote

t1 =
β

cσ1
=

β(s + c)

2λ0c
, t2 =

β

cσ2
=

β(s − c)

2λ0c
, τ1 =

γ

cσ1
, τ2 =

γ

cσ2
.

Solving (49) analytically using (47) and noticing that we assumed the normalization n0 = 1, we obtain (55).

Passing to the limits ξ → ±∞, we have F0 = F+e−t2 and F− = F+e−t1−t2 = F+e−βsλ−1

0
c−1

. Therefore the
condition F− > zc is equivalent to

F+e−β/λ0−2τ2θ = F+e−βsλ−1

0
c−1

> zc. (79)

Using (47), (55), we can solve S from (48)

S = e
γ
c

ξ

(

S0 −
α

c

∫ ξ

0

FN e−
γ
c

ξdξ

)



Travelling waves in hyperbolic chemotaxis equations 25

or (54). We next show that S given by (54) is bounded and positive if and only if

I(θ, τ2) = 1, (80)

which is equivalent to

τ2e
t2t−1−τ2

2

∫ t2

0

ητ2e−ηdη = 1. (81)

For ξ ≤ 0, by (54), S ≥ S0e
γ
c

ξ > 0, and

S = S0e
γ
c

ξ

[

1 + τ1e
−t1t−1+τ1

1

∫ t1

t1eσ1ξ

η−τ1eηdη

]

≤ S0e
γ
c

ξ
[

1 + τ1e
−t1t−1+τ1

1 (t1e
σ1ξ)−τ1t1e

t1
]

= S0e
γ
c

ξ
[

1 + τ1e
−

γ
c

ξ
]

≤ const.

Therefore S is bounded in ξ ≤ 0. For ξ ≥ 0, by (54) and (81),

S = S0τ2e
t2t

−(1+τ2)
2 e

γ
c

ξ

∫ t2e−σ2ξ

0

ητ2e−ηdη

= S0τ2e
t2t

−(1+τ2)
2 e

γ
c

ξ γ(τ2 + 1; t2e
−σ2ξ)

=
S0τ2

1 + τ2
et2(1−e−σ2ξ)−σ2ξF1(1; τ2 + 2; t2e

−σ2ξ)

=
S0τ2

1 + τ2
et2−σ2ξF1(1; τ2 + 2;−t2e

−σ2ξ).

(82)

Here γ̄(a; x) is the lower incomplete gamma function defined by (50), and F1(a; b; x) is the confluent hyper-
geometric function of the first kind (see [1], Chapter 13), given by

F1(a; b; x) =
∞
∑

k=0

(a)kxk

(b)kk!
,

where (a)k = a(a + 1) . . . (a + k − 2)(a + k − 1), and (a)0 = 1. Since

γ(τ2 + 1; t2e
−σ2ξ) ≤ 1

1 + τ2
t1+τ2

2 e−σ2(1+τ2)ξ,

we have

S ≤ S0τ2e
t2t

−(1+τ2)
2 e

γ
c

ξ 1

1 + τ2
t1+τ2

2 e−σ2(1+τ2)ξ =
S0τ2

1 + τ2
et2 ,

with equality holding only when ξ = 0. Since limξ→+∞ F1(1; τ2 + 2; t2e
−σ2ξ) = F1(1; τ2 + 2; 0) = 1, we have

limξ→+∞ S = 0. Therefore S is bounded in ξ > 0. Assume (81) is violated, direct calculation shows that S
is unbounded.

It is easy to see that
I(θ, 0) = 0.

As z → ∞, by Stirling’s formula, we have

I(θ, z) ∼ eθzz!

θ1+zzz
∼ eθz

√
2πz(z/e)z

θ1+zzz
=

√
2πz

θ
exp[(θ − 1 − ln θ)z].

Since θ − 1 − ln θ ≥ 0, we obtain that limz→∞ I(θ, z) = ∞. Therefore there exist solutions to (80).
We next show that under (80), then S given by (54) satisfies S ∈ YS if and only if

t2 ≥ 1 ⇔ τ2 ≥ 1

θ
. (83)
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Differentiating (48) once we obtain,

S′′ =







− ασ1

c
FN (t1N + 1) +

γ

c
S′, ξ < 0

− ασ2

c
FN (t2N − 1) +

γ

c
S′, ξ > 0.

At local extrema, we have S′ = 0 and

S′′ =







− ασ1

c
FN (t1N + 1), ξ < 0

− ασ2

c
FN (t2N − 1), ξ > 0.

(84)

For S ∈ YS , ξ = 0 should be a global maximum. Since S′(0) = 0, it requires S′′(0−) ≤ 0 and S′′(0+) ≤ 0.
From (84), S′′(0−) = −ασ1c

−1F0(t1 + 1) < 0, and S′′(0+) = −ασ2c
−1F0(t2 − 1) ≤ 0 if and only if (83).

Assume (83), we prove that S′(ξ) 6= 0 given ξ 6= 0, i.e., S has no other finite extrema. Therefore since S ′ is
continuous, S′ > 0 for ξ < 0 and S′ < 0 for ξ > 0. Assume S has a local minimum or saddle point ξ0 < 0,
then S′′(ξ0) ≥ 0, but from (84) S′′(ξ0) < 0 which leads to contradiction. Assume ξ0 < 0 is a local maximum,
since S′′(ξ0) < 0, S′′(0−) < 0, we can find ξ0 < ξ1 < ξ2 < 0, such that S′(ξ1) < 0 < S′(ξ2), therefore there
exists ξ3 ∈ (ξ1, ξ2) such that S′(ξ3) = 0 and S′′(ξ3) ≥ 0, again a contradiction. A similar argument leads to
S′ < 0 in ξ ∈ (0, ξ∗) with ξ∗ = log(t2)σ

−1
2 , N(ξ∗) = 1

t2
. For ξ > ξ∗ since S′′ > 0, no local maximum or saddle

point is possible. Assume ξ1 > ξ∗ is a local minimum, then S′ > 0 for all ξ > ξ1 and S(ξ1) < 0 = limx→+∞ S,
a contradiction. For ξ = ξ∗, S′ 6= 0 by using (48, 82, B).

We now prove (ii) of the theorem. If there exists non-starved traveling wave solutions with minF = F− >
zc and S ∈ YS , then by the above arguments N , S, F are given by (47), (54) and (55) and satisfy (79), (80),
and (83). On the other hand, if there exists τ2 that satisfies (79), (80), and (83), then the functions such
that N , S, F given by (47), (54) give a traveling wave solution of the system (28)-(33) with c given by (53).

A sufficient condition for the existence of τ2 that satisfies both (80) and (83) is

I

(

θ,
1

θ

)

=
e

θ

∫ 1

0

η
1

θ e−ηdη < 1.

We show numerically in Figure (7)

I

(

θ,
1

θ

)

< 1, for θ > a small positive number,

This means that when secretion of attractant is not too slow compared to γ, the system (28)-(33) has a
traveling wave solution.

C Appendix: Proof of Theorem 4

Without loss of generality, we assume n0 = 1. For the general case, we can rescale N ,Nz,Jz by n0, and
replace α, β by αn0, βn0.

By Picard’s Theorem the solution of (45), (46), (43), (44) and (58) with initial conditions at ξ = 0
exists locally at every point in the phase space. In addition solutions can be extended to ξ ∈ R and F is
monotonically increasing. We show below that there exists Nz(0), Jz(0) and F(0) such that Nz, Jz and F
are bounded and satisfy the boundary conditions (40).

Denote the normed space

Y = {f ; f, f ′ ∈ C(R) ∩ L∞(R)} with ‖f‖Y = sup
x∈R

|f(x)| + sup
x∈R

|f ′(x)|.

One can easily show that Y is a Banach space by proving its completeness using standard real analysis
techniques. Denote its closed subset

YF = {f ∈ Y ; f non-decreasing}.
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Fig. 7 Numerical approximation of I(θ, 1

θ
). Trapezoidal rule with h = 10−6 is used to evaluate the integral.

For F ∈ YF , we solve the equations (44) and (46) for m and give conditions on m0 = m(0) such that
m(ξ) → 0 as ξ → ±∞. We first consider the interval ξ > 0. The eigenvalues and corresponding eigenvectors
of A are

µ1 =
2λ0 + t−1

m

s − c
> 0, u1 =

(

2λ0 + t−1
m

2λ0c + st−1
m

)

,

µ2 = − 1

tm(s + c)
< 0, u2 =

(

1
−s

)

.

The vector a can be decomposed into a linear combination of the eigenvectors

a = c1u1 + c2u2, with















c1 =
s + c

2(s − c)(λ0tm(s + c) + s)
> 0,

c2 = − 2λ0(s + c) + (s − c)t−1
m

2(s + c)(λ0tm(s + c) + s)
< 0.

Assuming m0 = q10u1 + q20u2, then the solution of m satisfies

m = q1(ξ)u1 + q2(ξ)u2 for ξ ≥ 0, (85)

with

q1(ξ) = e−µ1ξ

[

q10 + c1

∫ ξ

0

(FN )(ζ)eµ1ζdζ

]

, q2(ξ) = e−µ2ξ

[

q20 + c2

∫ ξ

0

(FN )(ζ)eµ2ζdζ

]

. (86)

From the above formulae we obtain that, q1 → 0 as ξ → ∞ for any q10. For q2 → 0, by considering the form
of N , it is necessary that

q20 = −c2

∫ ∞

0

(FN )(ζ)eµ2ζdζ . (87)

With this condition we have

q2(ξ) = −c2e
−µ2ξ

∫ +∞

ξ

(FN )(ζ)eµ2ζdζ. (88)

Similarly, for ξ < 0, the eigenvalues and corresponding eigenvectors of B are

γ1 =
2λ0 + t−1

m
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> 0, w1 =

(

2λ0 + t−1
m

2λ0c − st−1
m

)

,

γ2 = − 1

tm(s − c)
< 0, w2 =

(

1
s

)

.



28 Chuan Xue, Hyung Ju Hwang, Kevin J Painter, Radek Erban

The vector a can be decomposed as

a = d1w1 + d2w2, with















d1 = − s − c

2(s + c)(λ0tm(s − c) + s)
< 0,

d2 =
2λ0(s − c) + (s + c)t−1

m

2(s − c)(λ0tm(s − c) + s)
> 0.

Assume m0 = r10w1 + r20w2, then the solution of m satisfies

m = r1(ξ)w1 + r2(ξ)w2 for ξ ≤ 0, (89)

with

r1(ξ) = eγ1ξ

[

r10 − d1

∫ 0

ξ

(FN )(ζ)e−γ1ζdζ

]

, r2(ξ) = eγ2ξ

[

r20 − d2

∫ 0

ξ

(FN )(ζ)e−γ2ζdζ

]

. (90)

Notice that r1 → 0 as ξ → −∞ given F ∈ YF . However for r2 → 0, it is required that

r20 = d2

∫ 0

−∞

(FN )(ζ)e−γ2ζdζ , (91)

which is well-defined for bounded F . Under this condition we have

r2(ξ) = d2e
γ2ξ

∫ ξ

−∞

(FN )(ζ)e−γ2ζdζ. (92)

For m(ξ) → 0 as ξ → ±∞, the value m0 should satisfy

m0 =







r20(1 + λ0tm
s−c

s ) + q20(1 + λ0tm
s+c

s )

r20(2λ0c + st−1
m )(λ0(s − c)tms−1 + 1) + q20(2λ0c − st−1

m )(λ0(s + c)tms−1 + 1)

2λ0 + t−1
m






, (93)

with the decomposition coefficients q20 and r20 given by (87) and (91), and q10 and r10 can be calculated as

q10 =
r20[λ0tm(s − c)/s + 1] + q20λ0tm(s + c)/s

2λ0 + t−1
m

, r10 =
r20λ0tm(s − c)/s + q20[λ0tm(s + c)/s + 1]

2λ0 + t−1
m

.(94)

Combining the above analysis, we obtain the following lemma:

Lemma 5 Given F ∈ YF , the solution of (44), (46) has the form (85), (89) with (86), (88), (90), (92). For
m(ξ) → 0 as ξ → ±∞, the value m0 should satisfy (93) with (87), (91) and (94).

Notice that the case when m is not bounded is biologically irrelevant to the model, therefore we do not
consider here. Set

Ym = {(n, j); n, j ∈ C(R) ∩ L∞(R)} with ‖(n, j)‖Ym
= sup

x∈R

|n| + sup
x∈R

|j|.

Now define the mapping W1 : YF → Ym that maps F ∈ YF to the solution of (44), (46) as a function of F
with (93). We also define the mapping W2 : Ym → YF by

W2(m) = F0 exp

[

∫ ξ

0

β

c
Nzdζ

]

, (95)

therefore the equation (58) for F is equivalent to

F = W2(m). (96)
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Define the mapping W = W2W1, then we can prove that W maps YF to YF . Indeed, for F ≤ F , we can get
estimates of the qi(ξ), ri(ξ). From these estimations we obtain Nz ≤ FN , and therefore using (47) and (95)
we conclude that W : YF → YF . Using the formulae referred in Lemma 5 and (96), by direct calculation
we can show that the mapping W is a contraction. Since the computations are straightforward, we omit the
details. By the contraction mapping theorem, there exists a fixed point of this mapping, which proves the
first half of Theorem 4.

The following lemma proves the second half of the theorem (under the assumption n0 = N0λ0/s = 1).

Lemma 6 For

F0 exp

[

β(s − c)

2λ0c

]

= F0e
t2 ≤ 1,

we have F+ = lim
ξ→+∞

F(ξ) ≤ 1.

Proof. Assume [0, M ] is the largest interval for F ≤ 1. Then in this interval, we have Nz ≤ N . By comparison

theorem, F(M) ≤ F0e
t2(1−e−σ2M ) < 1. Therefore the solution satisfies F ≤ 1 in [M, M + ǫ]. Contradiction.

Therefore F ≤ F+ ≤ 1.
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