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Abstract

Current Virtual Environment technology is capable of recreating virtual scenes with an
impressive degree of realism. However users often lose their interest very rapidly in these
types of virtual environment because they are empty and static, lacking ’life’. One way
to address this is to add virtual creatures (artificial animals) to the virtual world. But
this is very challenging as they have to give the ’illusion of life’. To achieve this, animals
must have convincing behaviour, and if this is to be autonomous, each animal requires an
action-selection mechanism allowing their behaviour to be generated in real-time.

This thesis describes an ethologically inspired architecture for self-animated artificial
animals (agents) that communicate emotions amongst each other, influencing each other’s
behaviour. Artificial Pheromones are signalled amongst conspecifics. These are sent when
an emotion is 'felt’ (like fear) and an apocrine gland is thus excited resulting in the
pheromones being exuded to the virtual environment. The animals have an artificial olfac-
tion sense. When they perceive the pheromone, then can 'feel’ the emotion that is being
communicated and hence alter their behaviour. This mechanism was found to produce a
more believable group behaviour than with traditional flocking algorithms. In this thesis a
mechanism for measuring collective behaviour is also presented and results obtained show
that emotion can act as an organiser of complex behaviour, that is a mediator between two

vital behaviours: collective (flocking to avoid predators) and individual act of grazing,.
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Chapter 1

Introduction

Writing is a struggle against silence.

— Carlos Fuentes.

Virtual environments are often visually compelling but static and empty of life. In this
sense, Hoorn et al. [Hoorn et al.2003| argue that a Virtual Reality experience gains more
from increased emotional relevance than from a more graphically realistic representation.
Further, we argue that the lack of life eventually undermines the sense of physical presence
for the user. This thesis discusses work to include animals in a virtual environment,
taking a multidisciplinary point of view. Theories and techniques from ethology, virtual
reality, graphic simulation, artificial intelligence, artificial life, robotics, and software agents
(among others) are all seen as relevant. Although it is useful to model the behaviour of
individual autonomous animals, in nature animals often behave as part of social groups.
Therefore, if we want to populate virtual environments with believable virtual animals, we
need to visualise the behaviour of animal groups. Furthermore, our assumption of life and
smartness in real animals derives from our perception of their reaction to the environment,
and in particular, to their reaction to perceived actions. For example, if one runs through a

flock of animals, we expect them to move in order to avoid us. This reaction seems driven
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by emotional stimulus (most likely fear), and is communicated amongst conspecifics at an
emotional level. Thus, believable virtual animals should display this kind of emotional
response and communication. In this work, an architecture is described to model and
simulate animals that not only ’feel’ emotions, that affect their decision making, but are
also able to communicate them through virtual pheromones. The virtual animals also
show group behaviour, in particular a flocking behaviour based on the boids algorithm
[Reynolds1987] modified so that it takes into account the animals’ emotions. In this sense,

the emotional communication “drives” the emergence of flocking.

1.1 Summary of Main Contributions
The work presented herein in the thesis describes three main contributions:

e The first of these is an novel emotional communication system via virtual pheromones
in an artificial environment. In this it includes the development of an artificial nose

and particles in a free expansion gas to simulate the pheromones.

e The second contribution is the mechanism to mediate between group behaviour (like
flocking) and individual behaviours (like grazing) as these two behaviours are vital

for grazing mammals.

Other secondary contributions include the results obtained with real users when they
observed the environment. These results are discussed in chapter 6. Similarly, the
results of an experiment which involved measurement to characterise group behaviour

is presented and discussed in chapter 6.

Another secondary contribution is a modular toolkit to develop emotional animals in
a very configurable way using XML (eXtensible Markup Language. A text markup

language for interchange of structured data) files to define each of the animal’s brain
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parts; like Amygdala, Hypothalamus, Basal Ganglia and Sensorial Cortex. More

contributions will be discussed in chapter 7

1.2 Emotion

Over the last years, there has been increased interest in the development of computational
models of emotion. These models have been integrated into architectures for development
and control of a number of agents, in a variety of embodiments and environments. Work
in emotion has come a long way since late ninetieth century with work carried out by
Darwin [Darwinl872] and James [James1884]. This document presents a review of rele-
vant Emotion Architectures. It presents relevant emotion theories that can be classified
in neurological and cognitive (appraisal) theories; some theories span both fields. Repre-
sentative of the former are Damasio’s [Damasiol996] and LeDoux’s [LeDoux1995] models
of neural circuitry of emotions, where they show the importance of different systems that
play a role in emotion of animals and humans, one such system is the amygdala and its
relation to memory and perception. The most representative example of the latter is the
Ortony, Clore and Collins model [Ortony et al.1988] (hereafter OCC) which has been used
in different emotional architectures, one example is Elliot’s Affective Reasoner [Elliot1992]
; another example of a cognitive approach to emotions is Frijda’s appraisal theory. Izard’s
[Izard1993] and Smith’s [Smith and Kirby2001] model of emotion use both a cognitive and
a neurological or direct approach.

It has been proposed that there is a set of basic emotions [Ekman1992] [Panksepp1994al
[Damasiol996] [Sloman2001], one of the most popular basis for its classification is those that
are thought to be universally portrayed across different cultures, through facial expressions
[Ekman1993]; for some the basic emotions are anger, disgust, fear, joy, sadness and surprise;

there are theories that include more emotions like guilt.
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To work with emotion architectures of emotion a broad range of knowledge is needed in
different fields, such as neurology, psychology, ethology, and robot-based action selection.
In this review, the aim is to cover some of the most relevant work in each of the mentioned
areas of knowledge, but we do not intend to provide an in-depth review of all these areas.
Our aim is to provide sufficient knowledge to create an architecture based on emotions for
action selection that could be biologically-plausible, like the architecture proposed in this

work.

1.3 Methodology

As already said, this work has several sources of inspiration, namely ethology, emotion,
group behaviour, signalling, computer graphics.

The goal that was defined at the start of research was to achieve group behaviour in a
believable manner. To achieve this, a design was created to achieve the aim.

An iterative process was chosen to develop the architecture. To start the process, a reac-
tive architecture was selected and applied. This architecture had been developed for mobile
robots [Barnes1996], and later for autonomous agents [Aylett et al.1999]. This architecture
was implemented to include several behaviours, like moving toward a beacon, and used to
test the switching of scripts via pre- and post conditions [Delgado-Mata and Aylett2000].
But this architecture was found (as it was designed to be) rather task oriented, and not
flexible enough to perform autonomous behaviour in a changing environment. Thus Ac-
tion Selection Mechanisms inspired in ethology were looked at. Later, it was found that
emotion had been used to improve action selection mechanisms and so we envisaged the
system to include an emotional mechanism.

It was not seen as desirable to model emotion as an optional add-on but rather as an

integral part of the ’brain’. Hence the path-ways in the brain that involve an emotional
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experience were considered, as they affect the behavioural response. To achieve this, a
high-level functional model of the brain was investigated [LeDoux1995]. It is important to
notice that when doing this work, it was never the aim to completely simulate the brain;
such a gargantuan task (if at all posible) can not be accomplished in the time-frame of a
PhD thesis. Instead the aim was to produce a higher level view of the functions of the
brain to grasp a better understanding of it.

To study intelligence several approaches are proposed [Minsky1985] [Sloman1993] [Nilsson1998]
[Russell and Norvig2003], though when designing the methodology used in this work we
concur with [Pfeifer and Scheier2001]. He proposes two basic approaches: The analytic
approach and the synthetic approach. The former is used when studying natural systems.
The latter is used when studying artificial systems. A third approach is the intersection of
both and it is named synthetic modelling.

Because this work was developed to obtain more believable behaviour in artificial an-
imals, it is positioned in synthetic modelling, see figure 1.1. This work overlaps with the
analytic approach (ethology and neurology) but also uses synthetic approaches (group be-
haviour, autonomous agents). The reader must be aware that it is not the intention to
replicate the behaviour of real animals. Any real animal does it better! As stated be-
fore the aim was to produce more believable behaviour, and in doing so acquire a better
understanding of the pathways in the brain, certainly in the case of emotional experience.

To design the architecture “The three amigos” Unified Software Development Process
[Jacobson et al.1999] was chosen. This method was selected because of its iterative nature
and because of its relation to the Unified Modelling Language (UML) [Booch et al.1999],
which has emerged as the standard for modelling Object Oriented Analysis and Design.

As stated before Al systems and synthetic modelling can be used to obtain a better
understanding of natural systems. By carrying out an iterative process (see figure 1.2) a

system can be tested when it reaches a major milestone, or it can be used to test a partial
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Analytic Synthetic

Empirical General

Sciences Synthetic Principles of
Modeling Intelligence Applications

Biology ASM Cognitive science
Neurobiology Brooks Artificial Intelligence
Psychology Beer

Ethology Webb

Figure 1.1: Approaches to study of Intelligence. Modified from [Pfeifer and Scheier2001]

function of the system. This has several benefits that can be found in the case of modelling
a behaviour that is inspired in natural systems, whence a feature is improved, added or
removed depending on the resulting behaviour compared with the expected one.

The overall process is shown in figure 1.2. According to the Process, there are four

Phases.
1. Inception
2. Elaboration
3. Construction

4. Transition

In the work presented in this document an emphasis is placed on the first three phases
because in this thesis, we will not replace an existing system that is used by lay people;
therefore, a transition phase is not necessary.

On each iteration, several steps can be carried out, but as seen in figure 1.2 the em-

phasis shifts depending on the phase. Namely, in the Inception and Elaboration Phase
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Iteration 1
Requirements Analysis Design Implementation Test
Iteration 2
Requirements ) Analysis Design Implementation Test
Iteration 3
Requirements ) Analysis Design Implementation Test

Figure 1.2: Iterations sweep through the workflows from requirements capture to test.
After [Jacobson et al.1999]

the emphasis is on Analysis, whereas, in Construction the emphasis is on Design and
Implementation.

Another idea from Software Engineering, embraced throughout the development of the
architecture and related to the iterative process mentioned above, is that of having a
running version at the end of each day. That is, when a set of features are developed and
tested they are left in the source code tree and an executable is made. If the features are

not functioning then the previously successful executable built is left.

1.4 Overview of the Thesis

The rest of this thesis is split into six chapters, which are outlined herewith:

e Chapter 2 reviews some of the literature on action selection. The review pays atten-

tion to ethology and computational action selection mechanisms.

e Chapter 3 reviews some of the existing literature on emotion. The review pays

attention to the approaches that are low level, that is, non-cognitive.
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e Chapter 4 reviews signalling (communication) and group animation.

e Chapter 5 presents the architecture of the proposed solution. As this is a computa-

tional solution, mathematics is used to describe the algorithms used.

e Chapter 6 discusses results and details the implementation, illustrating the discussion

with appropiate graphs.

e Chapter 7 offers conclusions on the work described in this thesis and gives some

possible directions for future research.



Chapter 2

Action Selection Mechanisms

If we had more time for discussion we would probably have made a great many
more mistakes.

—Leon Trotsky

The great end of life in not knowledge, but action.

— Thomas Henry Huxley

I used to be indecisive, but now I'm not so sure

Bascoe Pertwee

Fast, Cheap, Good: Choose any two.

—anonymous.

Action Selection has been quintessential in fields like simulation of adaptive behaviour.
Applications are constantly developed in Robotics, Intelligent Agents, and lately in Virtual
Agents populating Virtual Environments, that is embodied virtual agents. Or as it can
be put forward, to have it all "The looks (3D graphics) and the Brains (Do something
interesting)’. Historically there have been two approaches for selecting actions: the reactive

[Tyrrell1993] and the deliberative [Nilsson1998|. The advantages of the former [Brooks1986]
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are that they are computationally cheap and can adapt better to a changing environment.
The advantages of the latter are that they can hold in memory a representation of the
world and thus they -in theory- could accomplish a more informed and better solution
than their counterparts. They do not suffer from the local minima problems inherent in
local decision making.

In this chapter we will consider different theories, with special interest in those related
to the one proposed in this work. It will be argued which one is best suited for our aims.

According to [Arkin1999] some authors state that animal behaviour can be roughly
categorised into three major classes:

Reflexes are rapid, automatic involuntary responses triggered by certain environmen-
tal stimuli. The reflexive response persists only as long as the duration of the stimulus.
Further, the response intensity correlates with the stimulus’s strength. Reflexes are used
for locomotion and other highly coordinated activities. Certain escape behaviours, such
as those found in snails and bristle worms, involve reflexive action that results in rapid
contraction of specific muscles related to the flight response.

Taxes are behavioural responses that orient the animal toward or away from a stimulus
(attractive or aversive). Taxes occur in response to visual, chemical, mechanical, and
electromagnetic phenomena in a wide range of animals. For example chemotaxis is apparent
in response to chemical stimuli as found in trail-following ants [Wyatt2003]. Phonotaxis
occurs in crickets [Webb1994] where the mate aligns to the sound’s source. Klinotaxis
occurs in fly maggots moving toward a light source by comparing the intensity of the light
from each side of their bodies, resulting in a wavy course. Tropotaxis is exhibited by wood
lice [Lorenz1981] and results in their heading directly toward a light source through the
use of their compound eyes.

Fixed-action patterns are time-extended response patterns triggered by a stimulus

but persisting for longer than the stimulus itself [Lorenz1981]. Unlike reflexive behaviour,
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the intensity and duration of the response is not governed by the strength and duration
of the stimulus. Similarly, fixed-action patterns may be motivated, and they may result
from a much broader range of stimuli than those that govern a simple reflex. Examples
include egg-retrieving behaviour of the grey-lying goose, the song of crickets, locust flight
patterns, and crayfish escape behaviour [Arkin1999].

Besides these behaviours, motivated behaviours are governed not only by environmental
stimuli but also by the internal state of the animal, being influenced by such things as
appetite.

In table 2.1, some popular action selection mechanisms are summarised. The table
contains five columns, namely author, discipline(s) in which the ASM has been used,
the architecture, how the Stimuli are combined, in which context they are used, and the
number of creatures that the ASM is applied. The aim of this table is to characterise
several architectures where action selection plays an important role. The disciplines of
these architectures range from natural system to artificial systems. The combination of
stimuli is important because they affect how the action is selected. The context and number
of creatures is used to compare it to the work proposed here. As it can be seen most of
this action selection mechanisms were developed for just one creature (robot) in mind, and
the context was not in 3D graphics, as proposed here. The exception is Reynolds’ flocking
mechanism and Tu’s system. However, it has to be noted that Tu’s system is a simulation

that did not run in real time.
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Action Selection Mechanisms

ASM Disciplines | Architecture Combinatiof Context
of Stimuli | and no.
Brooks robotic distributed network of finite | sub- Physical
state machines summed Robots
1-7
Blumberg | ethology Hierarchical Behaviour Sys- | Summed 3D
tem using Releasing mecha- Graph-
nisms with learning ics
1
Tyrrell ethology Loose hierarchy of be- | can be any | Grid 1
haviours function
Humphrys || ReinforcemenW-learning Minimising | synthesised | Grid 1
learning “worst unhappiness” and  sub-
Brooksian sumed
ethology
Bryson ethology Reactive Hierarchy synthesised | Grid 1
Montes Basal Gan- | Neurological model of mam- | leaky inte- | Robot 1
glia neurol- | malian basal ganglia gration
ogy
Martinez robotics Reactive behaviours | context Robot 1
ethology blended used in con- | depending
junction to accomplish a | blending
navigating task
Reynolds || animal Flocking behaviour with | vectorial 3D
behaviour | collision avoidance, velocity | summation | (Rough)
computer | matching and flock centring tens
graphics
Barnes robotics Reactive Behavioural Syn- | Synthesised | Physical
thesis Robot 1
Tu ethology Physics based modelling of | winner- 3D
computer | Artificial Fish, hierarchical | takes-all Graph-
graphics action selection ics
physics (photo-
based realistic)
modelling tens
Arkin ethology perceptual processes at- | Vector Physical
guided tached to motor schemas summation | Robot 1
Maes ANN and | Non-hierarchical dis- | summed robot 1
robotics tributed network ?
Negrete neurophysiolo¥pn-hierarchical dis- | summed 2D 1

tributed network of neuro-
humoral neurons

Table 2.1: Reactive Action Selection Mechanisms

12
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2.1 Ethology -Theories of ASM

2.1.1 Drives

The concept of drive is not new, but it can be associated with Hull [Hull1943] . Drives (or
motivations)!, are thought to exist because it is possible to see indirect evidence of them
(physiologically or neurologically). For example in [Canamero1997] homoeostasis is used to
control internal variables like motivations (drives). In mammals, for example when our dog
has been deprived of food, we notice a motivation in the animal as we perceive that our pet
is eager to be fed and appears to be hungry. This concept of hunger is an example of what
Hull calls a drive. An example involving hunger is the next personal anecdote. Our family
was travelling a long distance in a car in Mexico. When we finally found somewhere to eat,
we found the food delicious, and my granddad said: el mejor ingrediente es el hambre “the
best ingredient is hunger”. What he meant is that, besides motivating us to eat, hunger
changed the perception of the experience; we enjoyed the food even more, because we were
very hungry. A sample of drives implementation can be found in [Tyrrell1993].
Ethologists have proposed several hierarchal structures like [Baerends1976] [Tinbergen1969]

[Lorenz1981] [McFarland1999] [Dawkins1976]. Next we will discuss some of them.

2.1.2 Baerends

Baerends [Baerends1976] presented a hierarchical decomposition of activities organised in
sub-systems. In his work Baerends discussed the behaviour of two animals he had studied,
the digger wasp and the herring gull, and then he proposed mechanisms to account for
the aspects of their behaviour. The mechanisms are hierarchical with a mutual inhibition

between separate systems as in figure 2.1. (mutual inhibition has been implemented in

"'We are modeling animals, not humans, and thus the author took the liberty to treat motivations and
drives as the same thing.
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Figure 2.1: The hierarchical scheme of Baerends, showing the interrelationships of the
centres. Disjoint lines represent inhibitory relationships between mechanisms of the same
order. After [Lorenz1981]

Computational ASM as in [Blumberg1996]

2.1.3 Tinbergen

Tinbergen in [Tinbergen1969] argues that instinctive behaviour (Fixed Action Patterns) is
dependent on external and internal causal factors. The work presented herewith is com-
patible with his statement as external stimuli (sensors) as well as internal (emotions and
drives) combine to select a so called consummatory act. He also uses hierarchies as seen fig-
ure 2.2. Hierarchical centres of the major reproductive instinct of the stickle back male are
shown in figure 2.3. Motivational impulses are represented by straight arrows which "load’

the centres (shown as circles). These impulses may come from the external environment as
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Level of the
"consummatory act”

o chasing
fighting biting
threatening

etc

digging
testing of materials
building boring
gluing
etc

zigzag dance
leading female to nest
. showing entrance
mating: quivering
. fertilizing the eggs
etc

fanning

care for offsping " rescuing eggs
etc

reproductive
instinct

7N

Figure 2.2: The principle of hierarchical organisation illustrated by the reproductive in-
stinct of the male three-spined stickleback. After Tinbergen 1969

well as from superiordinated centres. The shaded rectangles indicate inhibiting influences,
which prevent a continuous discharge of motor impulses. These blocks are removed by
innate releasing mechanisms. When this has occurred the animal will show specific appet-
itive behaviour until more specific releasing stimuli activate the next subordinated instinct
and the still more specific behaviour. The concave, two-headed arrows between centres
of the same level indicate inhibiting relationships and the existence of DISPLACEMENT
ACTIVITIES. Below the level of the consummatory acts a number of centres come into

action simultaneously.

2.1.4 Lorenz

Lorenz suggested that motor patterns that are used for different purposes can be labelled
as “tool activities” ( Werkzeugbewegungen) because, like simple tools, they can serve more
than one function. They are also known as “multipurpose movements”. In this sense

they are related to the overlapping relationships of Baerend’s centres. More than other
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Figure 2.3: Tinbergen’s hierarchical centres of the major reproductive instinct of the stickle
back male. After Lorenz 1981
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instinctive motor patterns, multipurpose movements show a rapid lowering of thresholds
whenever they are not used for a time. Similarly, the excitability is sometimes increased,
further it actually creates an excitation of its own which activates the whole organism and
causes the animal to search for releasing stimuli. This can be related to bully individuals
that just want an excuse to fight (release their fighting behaviour).

Action Readiness is another interesting aspect in Animal Behaviour. An example of
the need to discharge a behaviour can be found in the the movie Amores Perros -Pancho
(the dog) was so excited that, after killing a dog, he still wanted a fight. The owner of the
dog wanted him to discharge his action readiness with another dog from a neighbour, a
fellow foe. This need to release his action readiness was Pancho’s ultimate doom. He was
killed by Cofi, the neighbour’s dog wandering in the street.

Lorenz claims that one can be in no doubt that higher organisms are subject to threshold
fluctuations which concern not one, but many or all of an animal’s responses to external
stimulation; a human can be sleepy when overtired ( i.e. low general arousal), or generally
aroused after having drunk too much coffee, or tea in Britain. Lorenz developed a model
which can be likened with emotion, the Psycho hydraulic model, shown in figure 2.4.
Similar to an emotion and action readiness the tank slowly fills up with water, and when
the tank is full the water is released. The valve is not immediately closed.

Lorenz states that

A long-enduring state of quiescence of a fized motor pattern not only needs
to a lowering of the thresholds of releasing stimuli but also induces a state of

general restlessness in the organism as a whole.

This can be modelled with emotions by arousing the animal, another option could be to
increase a drive, for example curiosity. We chose to use emotions in our architecture.
Our architecture is hard-wired in the same sense that ethologist such as Lorenz and Tin-

bergen explained that some motor patterns are fixed (that is phylogenetically programmed)
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Figure 2.4: Lorenz’s Psycho hydraulic thought model. Taken from Lorenz 1981

and they are released through Innate Releasing Mechanisms IRM —in German, angeborener
Auslomechanismus (AAM). ,

Several mechanisms exist for spatial orientation, but two in particular are of special
interest that are described in [Lorenz1981]. Kinesis which can be summarised as a reactive
rule of slowing down when meeting favourable conditions and speeding up where encoun-
tering unfavourable conditions. This can be related to the escape behaviour in grazing
animals. Most organisms do not however move in an absolutely straight line; the pro-
tozoans mentioned above usually swim along the line of a screw —regularly and wrongly
described as a spiral. When orienting to favourable localities, the effect of kinesis can be
improved by increasing the angle of the random deviations from the straight line. By these
means, the organism is kept in the desirable environment longer and is made to exploit an
increased part of its area . This process, termed klinokinesis is found in grazing mammals,
as wells as in swimming protozoa and higher crustacea.

Lorenz saw the necessity of a superior command locus at the stage of evolution when
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an organism has developed more than one system of behaviour patterns of which only one
can function at any given time. Such a juncture becomes imperative in order to prevent
incompatible motor patterns from "meshing gears” by being discharged simultaneously.
For example a dog that is lying down cannot activate the motor pattern to run. Such
a mechanism was implemented successfully in [Blumbergl996]. A comparatively simple
physiological organisation achieving this purpose is what biocyberneticists call maximum
selecting system [Lorenz1981]. It is presented in figure 2.5. The mechanisms built in
act as a filter between the several sources of specific excitation and the motor pathways
through which Action Specific Potential (ASP) is discharged. By causing a ”backward-
directed subtraction”, it effectuates a simple mutual inhibition among the action patterns
involved. The principle of ”lateral backward inhibition” makes certain that the behaviour
pattern processing with the highest ASP value, at a given moment, has free access to its

consummatory action unobstructed by any competing motivation.

2.2 Computational ASM

Reactive Action Selection has been ever present in Robotics, for example Grey Walter’s
[Walter1950] tortoises show some behaviour which resemble those in animals, Braitenberg

labelled some of his vehicles’ behaviours [Braitenberg1984] “love” and “fear”.

2.2.1 Tyrrell

Tyrrell produced a system [Tyrrell1993] in which he tested a broad range of action selection
mechanisms. The system can be categorised in two separate subsystems one which is
what he called the simulated environment which is an either graphical 2D representation
developed for a Sun, using the now deprecated SunTools, or a text representation. In

there different objects and threat can be placed in a gridded world. A creature is placed
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Figure 2.5: Lorenz inhibition amongst competing behaviours. After Lorenz 1981
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in the world, and it can move in eight directions N, NW, NE, W, E, S, SW, SE.
The creature is imbued with internal and external sensors. These sensors in fact regulate
the behaviour of the artificial animal. He tested different action selection mechanisms,
that is how the creature performed in the simulated environment whilst ‘taking decisions’
using a certain action selection mechanism. He tested Brooks’ subsumption mechanism,
Pattie Maes’ spread activation network, Hull’s drives, Rosenblatt and Payton’ free flowing
network and later his modified version of Rosenblatt and Payton’s architecture. This last
mechanism was the one that performed best. That is that has the better survival rate of the
creatures. This work is a very laudable effort as it not only tested different Action Selection
Mechanims, but it also provided a testbed for them. Another interesting feature is that
it is easily configurable through files and directories. Tyrrell’s simulated environment has
been used by other researchers to test other action selection mechanisms, one of example
of such use is that of [Bryson2000]. A more recent system that is similar to Tyrrell’s is

that of [Blumberg1996].

2.2.2 Brooks

Brooks seminal work on robotics, the so called subsumption architecture [Brooks1986] is
defined to be multi-layered as seen in figure 2.6. Each layer (or behaviour) is designed to
achieve an action. The behaviour on each level is implemented via a network of finite state
machimes (FSMs) that swap control information through interconnected wires. Each FSM
has the capability to store simple Lisp structures and derive outputs from its inputs in a
reactive manner. What this gives is a deterministic result. Brooks switched the prevailing
architectural paradigm from linear (or vertical) to parallel (or horizontal) and his work has
inspired many others, for example [Mataric1990] [Connell1990] who experimented with
Stimulus Reaction robots capable of wandering, obstacle avoidance and wall following

Similar reactive architectures for behavioural robots are Arkin’s schemas [Arkin1999]
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Figure 2.6: Brooks Subsumption Architecture

and Salford’s Behavioural Synthesis Architecture BSA [Barnes1996].

2.2.3 Arkin’s schemas

Arkin [Arkin1999] says

22

Action

Schemas were defined as a means by which understanding is able to categorise

sensory perception in the process of realising knowledge or experience. Neuro-

physiological schema theory emerged early in the twentieth century. The first

application was an effort to explain postural control mechanisms in humans.

Schema theory has influenced psychology as well, serving as a bridging abstrac-

tion between brain and mind.

In this sense schemas are on the level on Tyrrell’s extended Rosenblatt and Platt free flow

hierarchical structure for action selection. Also similar to schemas is the BSA [Barnes1996],

an architecture developed for mobile robots.

According to Arkin, schemas can be used as a higher-level abstraction that is in turn de-

composed into a collection of neural networks. In figure 2.7 it can be seen that behavioural

modelling can be modelled with schemas and/or neural networks. This is possible because

they are at different levels of abstraction. In this sense the nodes in the Action selection

mechanism proposed by Tyrrell is similar to Arkin’s schemas.
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Figure 2.7: Abstract behavioural models. After Arkin 1999
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Figure 2.8: Perception-action schema relationships. After Arkin 1999

2.2.4 Finite State Acceptor Diagrams

Finite State Acceptors have been useful to solve problems involving the description of

aggregations and sequences of behaviours. They make explicit the behaviours that are
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active at any given time and the transitions between them. Finite state acceptors have a

formal description . For example from [Arkin1999]:

Finite state acceptor M can be specified by a quadruple (Q,9,q0, F) with Q
representing the set of allowable behavioural states; & being a transition function
mapping the input and the current state to another, or even the same, state;
q0 denoting the starting behavioural configuration; and F representing a set of
accepting states, a subset of QQ, indicating completion of the sensorimotor task.
0 can be represented in a tabular form where the arcs represent state transition

in the FSA and are invoked by the arriving stimuli.

For an example see figure 2.9 and table 2.2.

ppa—not-in—desk

cuppa-incdesk—gotten X
cuppa-nicked

(LKrepared
Cuppa
Ready

Wa

Caffeinated

Figure 2.9: Finite State Acceptor diagram

2.2.5 Neurologically inspired models

Recent experiments e.f., [Montes-Gonzalez et al.2000] have shown that the basal ganglia
plays an important role in action selection in animals. These experiments have shown that

appropriate and clean switching can be achieved by an embodied basal ganglia between
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0| q input d(q, input)
start cuppa-not-in-desk  Nick-Cuppa
start cuppa-found-desk ~ With-Cuppa
Nick-Cuppa  cuppa-nicked With-Cuppa
With-Cuppa cuppa-prepared Cuppa-Ready
Cuppa-Read drink-cuppa Caffeinated

Table 2.2: FSA representing drinking a cuppa

wall-following, search, ’food’-pickup, corner-finding, and ’food’-deposit behaviours. The
robot can be seen to select the appropriate actions for different circumstances and to
generate integrated sequences of behaviour.

At each time-step both extrinsic and intrinsic variables are provided to the input compo-
nents of the basal ganglia which compute a salience value for each behaviour as a weighted
function of all the variables relevant to that behaviour. The intrinsic circuitry of the basal
ganglia model then resolves the competition between behaviours and dis-inhibits the win-
ning action subsystems. The general architecture is shown in figure 2.10. The model also
includes motivations, namely fear and hunger, which affect collecting behaviours (wall-seek

and corner-seek).

2.2.6 Tu

Tu developed a computational system or artificial fish based on animal behaviour, biome-
chanics, locomotion and perception, see figure 2.11. In her framework [Tu and Terzopoulos1994],
the higher control mechanisms correspond to the fish’s behaviour system, where the action
selection process - the competition over the control of the motor controllers -happens at
two levels: the intention level and the action level.

At the intention level, different desires compete over what should be done (which desire
is to become the current intention), given the animal’s external and internal conditions.

Once the intention generator selects an intention, it attempts to satisfy the intention by
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Figure 2.10: Overview of Architecture. From Montes-Gonzalez 2001

passing control to a behaviour routine along the data from an attention mechanism. The
artificial fish included nine behaviour routines listed below, plus five subroutines (listed

within brackets below):

1. Avoid-static-obstacle

2. Avoiding-fish

3. Chasing-target

4. Eating-food

5. mating (looping, circling, ascending, nuzzling)
6. leaving

7. wandering

8. escaping
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Figure 2.11: System overview of the artificial fish. From [Tul1999]

9. schooling

The activated behaviour routine uses the focused perceptual data to select appropriate
Motion Controllers (MCs) and provide them with the proper motor control parameters.
More than one Motion Controller may be chosen if they are not mutually exclusive. For

instance, swim-MC and ascend-MC can be selected simultaneously.
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2.3 Solutions to problems when using Reactive Be-

haviours

2.3.1 Local minima

One of the problems with reactive models is that like any local decision-making approach,
they can get stuck in local minima. One such case is found in navigation when stuck
in a corner, see figure 2.12. In that case the robot’s reactive behaviour of moving to-
wards a beacon orients itself to move south-east, but the robot is doomed to be stuck
in a local minimum, in a corner. So it is common for reactive systems to have a meta
(upper) layer to get out of this local minimum. Examples of this can be found using Fuzzy
logic [Barnes et al.1997] [Martinez-Barbera2001] Planning [Ranganathan and Koenig2003]
emotion [Delgado-Mata et al.2003] [Canamero1997] [Velasquez1997] reactive planning, like
in [Ranganathan and Koenig2003], temporal reasoning [Downie2001]. Further, in reactive
planning it has been found a need to add en even upper layer like emotion [Bryson2002]
A common local minima problem in artificial creatures that used reactive systems is
that of dithering. For example, if a virtual deer is exactly amidst a food source and a
water source and if the thirst and the hunger drives present similar high values, then when
the animal reaches a food source and eats something, the thirst drive will be unbearable
and the deer would move to drink some water, and when it reaches the water source it
would drink a little water and the the hunger drive would direct the animal to the food
source and so forth, see figure 2.13. To solve this problem is to allow the animal some sort
of persistence, an example has been implemented in Blumberg [Blumberg1996]. Another

solution, as proposed in this work is to allow an emotion solve conflicting behaviours.



CHAPTER 2. ACTION SELECTION MECHANISMS 29

Robot .\\

God

Figure 2.12: Robot stuck in a local minimum

= My

Water Food
Source Source

Figure 2.13: Deer dithering between a food source and water source

Planning

It is common for architectures to base the reactive layer on one of the good-old-fashioned-
AT theories. For example [Ranganathan and Koenig2003] is a three layered architecture
using Arkin’s schemas [Arkin1989] for its reactive layer. For its deliberative layer, it uses
a searching algorithm, D* lite [Koenig and Likhachev2002], and in the sequencing layer it
uses a planner. Thus their robot architecture operates in three different navigation modes.
In mode 1, reactive navigation controls the robot and attempts to move it to the goal. In

mode 2, reactive navigation controls the robot and attempts to move it to the way-point
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provided by the planner. In mode 3, the planner directly controls the robot and attempts
to move it to the goal. Changes between mode 1 and 2 depend on two variables PER-
SISTENCE and ANGLE deviation, and this is similar to behaviour exhaustion in Lorenz
[Lorenz1981]. To change a behaviour that clearly is not contributing to the achievement
of a desired goal. This is also similar to lowering utilities in the behaviour patterns in the
BAMUVA architecture, which will be described later. Changes from mode 2 to 3 take place
when a number of unsuccessful attempts exceed what was defined in the PERSISTENCE
variable. This can be seen as a frustration (misery) emotion. A similar system (but two
layered) is presented in [Chao et al.2000] where a reactive and planning layer are combined
to perform a high level task such as construction. The simulations are however carried out

in a 2D environment.

Fuzzy Logic

In [Martinez-Barberd2001] the reactive layer is used for behaviours like collision avoidance
and the deliberative layer has been used to develop a map of the terrain and later navigate
it using the A* algorithm. A Blackboard [Hayes-Roth1985] is used, which can been seen
as a shared data structure amongst agents -similar to those in Minsky’s society of Mind
[Minsky1985]. Fuzzy logic is used in different levels: agent behaviour definition, result
behaviour fusion, sensor filtering, and actuators control. Although impressive since this
work has been made for a real mobile robot, it has the restriction of not further modifying
the world after the map has been assembled ("learnt ?7”). Therefore, this approach is not

viable in a changing virtual environment.

Reinforcement Learning

Reinforcement learning has also been used for Action Selection. Humphrys [Humphrys1997]

proposes a method to minimise an overall "unhappiness” function to select the behaviour.
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This work is very similar to that of Tyrrell [Tyrrell1993], in which different action selection
mechanisms are tested. Humphrys used this tests to see how reinforcement learning can
"learn” to select the most appropriate behaviour. Though this seems a good idea, avoiding
hard-coding of behaviours even in this gridded-word (like those described in [Tyrrell1993]
[Canamero1997] [Bryson2000] ), the author reached the conclusion that more complexity
is required to be added to the simulated world. And like the gridded world of Tyrrell,
Canamero and Bryson, it differs from our proposed architecture in that it includes only a
single creature, whilst in our work the interaction is with more than a dozen creatures.
Reinforcement learning has also been used in navigation to improve the performance of
reactive systems. [Chao et al.2000] has integrated a Brooksian type of reactive mechanism
with the additional quality that the mapping between sensorial stimuli and actions is learnt

using reinforcement learning rules.

2.3.2 Action Selection for agents in a 3D Space

Action Selection Mechanisms for agents in a 3D Space have differences to those in a gridded
world. For example, the sensors need to be different. That is, whilst in a gridded world the
space is discrete; in a 3D world the space is (most likely) continuous. One of the advantages
of working in a 3D space is that an ASM could be ‘exported’ to a robot deployed in the

real world.

Temporal Reasoning -C4 Synthetic Characters Group

In MIT’s Synthetic Characters Group interesting behaviour enhancements are used [Downie2001].
This are adverb parameters, specifically blending motions using adverb parameters. For
example: walk rapidly or walk slowly . This was inspired on the seminal work presented
by Rose [Rose et al.1998]. Also temporal reasoning is used to avoid conflicting behaviours

and time is used as a critical asset. Their architecture an action tuple was proposed. An
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Action Tuple is inside the core of the behaviour system where it is the primitive action type.
These, action tuples, explicitly represent hypotheses about the world. Each action-tuple
is a statement concerning the probabilistic outcome of a given action in a given context,
together with the likely value of doing this. This is shown in figure 2.14. In contrast to
work based on ethology like the one proposed here, the structure of action-tuples is flat

rather than hierarchical. The action-tuple structure can capture the primitive temporal

when there is food eat until food has gone
l (around 5 seconds)

/ =100

an action tuple \%

Figure 2.14: c¢4’s The action tuple. After [Downie2001]

relations of the interval algebra [Allen and Ferguson1994] (equal, before, touching, over-
lapping, during, simultaneous-starting, simultaneous-ending and 6 inverses). This is used
to engineer constraints in the triggering and ending conditions. It is also used to resolve
conflicts with a myriad of sequential and overlapping actions and to enforce relationships

between action-tuple activations.

Perlin

Systems discussed so far are working at an abstract level rather than affecting more directly
the movements of actors in 3D space. Here a system to generate believable 3D motions is
discussed. Perlin’s architecture [Perlin1996] solves an interesting problem when trying to
change between poses (or behaviours) in 3D space. For example (using his term) if actor

has his hands behind the back and he want to clap, using a standard motion interpolation
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the hands would go through the body, which is not acceptable. Hence a Finite State
Machine (FSM) is used to force the use of intermediate poses for example hands at the
sides when entering or leaving the troublesome action.

Perlin’s architecture also blends degrees of freedom from different behaviours. But while
he specifically considers the problems of 3D spaces, it needs to be stressed the fact that
he is interested in actors, not in autonomous agents. Actions are formed by movement of
nineteen universal joints, each joint having three axes of rotation. Two limit parameters are
used to specify the range of rotation allowable around each axis. A third, a time parameter,
which is an expression of sine, cosine, and noise, controls the speed of movement.

Each action has a natural frequency associated with the weight and inertia of the various
body parts. The phases of all actions are synchronised by running them all off the same
master clock.

At any given moment, every potential action has a weight assigned to it. For each joint,
the contributions from all the actions to that joint’s position are combined via a convex
sum.

Transitioning from one action to another is accomplished by building dependencies be-
tween the weights of actions. Dependencies are controlled by state variables and continuous
variables. The state variables consists of discrete boolean values; i.e., either a character
wants to perform a particular action, for example, walking, or she does not. The continu-
ous variables consist of continuous values which vary between zero and one. These values
are derived by integrating the effect over time of the discrete states. These continuous
parameters provide the weights for the convex sum which drives the character.

Another contribution to accomplish believable behaviours is the addition of noise to
subtle motions, like breathing. This is important also to inform the user that the avatar

or character is active or “alive”.
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Blumberg Computational Model

Blumberg’s PhD dissertation [Blumberg1996] is a significant effort, since it uses knowledge
from a number of different fields. Blumberg’s Silas uses an action-selection mechanism
motivated by ethology. The intuition behind utilising such models is that biological systems
already exhibit complex behaviour. He states that if structurally similar computational
processes are used, this might produce equally complex behaviour in artificial systems.

Blumberg used different ethological means to solve some of the problems that can arise
when using a Behaviour-Based Approach to Action Selection. He used a loose hierarchy,
similar to that found in Tyrrell [Tyrrell1993]. This provides the advantages of a hierarchical
system, similar to that proposed by ethologists. But at the same time this approach offers
the flexibility of not having a congestion of all the sensorial data in the top-most node of
the hierarchy. To solve dithering he used Lorenz [Lorenz1981] mutual inhibition. As shown
earlier in figure 2.5. This is a really interesting work, but it was developed with just one
animal in mind, Silas, a dog.

The Magic Mirror paradigm used in his work, which combined real video with synthetic
characters and projected the composited video onto a screen, served as inspiration for other
work such as Paolo Petta’s interactive exhibit [Pettal999].

He identified five key problems in developing creatures with behaviour and character.

Relevance: Do the right things. A problem of Action Selection.

Persistence: Show the right amount of persistence.

Adaptation: learn new strategies to achieve goals.

Motivational State: Convey intentionality and motivational state in way that can be

understood.
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e External Control: allow an external entity to provide real time control at multiple

levels of abstraction.

This work is very relevant to ours with the difference that we are not interested in pro-
viding the creatures with a learning capability, and that we are interested in the interactions
of multiple emotionally equipped virtual agents, rather than single agents. Additionally,
Blumberg was interested in developing a system to produce expressiveness not in creating
an internal emotional state. In other words, he was not interested in creating an embodied

emotional agent.

2.3.3 Creatures

Creatures is an artificial life program that allows a player to stimulate the Intelligence and
growth of a creature hatched from an abandoned egg. The object of the game is to teach
your Norn (the species you hatch from the egg) to survive on its own in the world of Albia.
In order to do this, a Norn must know how to interact with his or her environment, and
have knowledge of what is good or bad to its health and well being.

Basically Creatures is about Life, from birth to death, reproduction, and genetic engi-
neering and experimentation. Though this is a complex game in many aspects, the interface
and approach to it are not.

Creatures is a commercial product that has been claimed as the first game that uses
artificial DNA, and an endocrine system that models chemical receptors and transmitters,
inspired by Artificial Life. Steve Grand, who wrote creatures wanted to put the life back
into technology [Grand1997] -not via quasi-intelligent, monolithic expert systems, but fully-
rounded, thinking, caring, even reproducing organisms that are more than the sum of their
parts. Creatures is just a toy, but he hopes it counts as a small step towards that goal.

Underlying the brain there is a simple emotional system of drives and needs which
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motivates the creature to act and regulates its learning. This mechanism is deeply in-
terconnected with the other bodily systems such as digestion, linking brain inextricably
with body. This is similar to Damasio’s [Damasiol996] treatment of relation between
brain/mind and body as a whole.

One of the winning points of this game is that the user becomes emotionally attached
to the Norns that they hatched. She becomes preoccupied with the well- being of their
artificial creatures. Creatures has different tools one can use to check on a Norn, like the
Health kit, which checks his heart rate and levels of hunger, exhaustion, and boredom.
The Science kit shows the biochemical, internal, hormonal states, and other characteristics
of your Norn.

This program is interesting because the user, even at a young ag,e becomes interested
in the behaviour of artificial creatures. Also it shows that using concepts from other
disciplines like neurons, genes and systems like the digestive an interesting product was

successfully marketed.

2.4 Summary

In this chapter different approaches to the problem of “what to do next” were discussed.
Theories of Action Selection that have been put forward by ethologists were described;
these theories are hierarchical in contrast to other flat theories like that of Hull’'s. Com-
putational Action Selection Mechanism have been developed and they were discussed in
this chapter, related to this work are the ones developed by Tyrrell and Blumberg. Later
some shortcomings of reactive behaviours were discussed. Also solutions to those short-
coming were presented, as background to the later discussion on the use of emotion to
mediate between competing behaviours. The lessons learnt from action in this chapter are

presented.



CHAPTER 2. ACTION SELECTION MECHANISMS 37

(a) Norm in Albia World

Science Kit - Alice BE
Fie Window  Help
& @ Prysicsl | B aona | & Bioshem | 2 Swinas |
~ Cardiovascular -
Temperature

~ Organ Summary :

Digan |Cost|Rate | Lite Force
<Unclassiieds 2 v
tomach 2 40% |
Kidney 2 v 11% _
{Bane 2w _
<Unclassified 3 e 3% —
<Unclassifieds 2 @ _ :
Lot el accifiads, 2 el Aa =
é;f Reactions _@_:_-.E'rnitters @ FReceplors

P 2 i

¥ Keepontop Hide | Closs

(b) Science kit in Creatures game
Figure 2.15: Norn in creatures game

1. Ethology concepts had been used and implemented successfully in Action Selection

Mechanisms.

2. Tt has been found that reactive systems present problems like dithering (local min-
ima) and thus a meta-layer is normally added to solve conflicts. Examples include

planning, Fuzzy Logic and, related to what is presented here, Emotion.

3. Solutions to reactive behaviours problems include: For 2D spaces (and normally
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gridded worlds) and similar to the work presented here 3D spaces like Blumberg,

Perlin, Tu and Downie.

4. In 3D spaces researchers are more interested in behaviour believability (Rose, Perlin)
and other more interested in a more abstract level (adding autonomous behaviour)
like Blumberg and Tu. Downie blends agent concepts and ideas from Perlin and

Rose.



Chapter 3

Emotion

Amar es combatir, es abrir puertas, dejar de ser fantasma con un numero a

cadena perpetua condenado por un amo sin rostro.

To love is to battle, to open doors to cease to be a ghost with a number forever
in chains, forever condemned by a faceless master.

Libertad bajo palabra.

— Octavio Paz

How much better is to weep at joy than to joy at weeping.

Much Ado Nothing.

~Shakespeare

Fear. The oldest tool of power. If you are distracted by fear of those around
you, it keeps you from seeing the actions of those above.

X-Files 2:3. —Fox Mulder

In this work the ’feeling’ of a bodily state is deemed important to action selection as
will be discussed later; this work will also present the communication of emotions to affect

action selection, which is rather important for survival behaviours like escape.

39
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The presentation of this chapter is divided in three parts. The first presents a review of
relevant emotion theories. The second presents a review of emotion architectures and their

relation to the emotion theories and to each other. The third part presents a summary.

3.1 Emotion Theories

Emotions have been studied for a long time. Plato once said that passions and desires and
fears make it impossible for us to think ! and that passions are the wild beasts trying to
escape from the human body 2.

One of the earliest books to have been written on the subject of animal and hu-
man emotion is Darwin’s seminal work The Ezpression of Emotions in Man and Ani-
mals [Darwin1872] where he found that some animals (including humans) exhibit emotions
through facial-expression and posture. Other early work in emotion include research from
James [James1884] and Cannon [Cannon1929].

As said previously traditionally there have been some problems with typical action
selection mechanisms, such as dithering. Emotion can be used to solve that kind of problem
and has also been used in various applications to make characters more believable. This
work also aims to communicate emotion in creatures to affect their group behaviour. Thus,
relevant literature will be reviewed. In this chapter emotion is discussed in relation to a
single agent and in the next chapter emotion communication will be discussed.

Similar work to William James [James1884] is still carried out by researchers, and his

idea of feedback is still widely accepted, though not in its original form. He said

that the bodily manifestations must first be interposed between, and that
the more rational statement is that we feel sorry because we cry, angry because

we strike, afraid because we tremble, and not that we cry, strike, or tremble,

IPlato Phaedo cited in [LeDoux1998].
Zidem.
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because we are sorry, angry, or fearful, as the case may be. Without the bodily
states following on the perception, the latter would be purely cognitive in form,
pale, colourless, destitute of emotional warmth. We might then see the bear,
and judge it best to run, receive the insult and deem it right to strike, but we

could not actually feel afraid or angry.

On the other hand Cannon’s research [Cannon1929] led him to propose the concept of
an “emergency reaction”, (similar to the notion of drive), a specific physiological response of
the body that accompanies any state in which physical energy must be exerted. According
to Cannon’s hypothesis, the flow of blood is redistributed to the body areas that will be
active during an emergency situation so that energy supplies, which are carried around
in the blood will reach the critical muscles and organs. The bodily responses that make
up the emergency reaction were believed by Cannon to be mediated by the sympathetic
nervous system, a division of the autonomic nervous system (ANS). These days one would
agree, except that evidence suggests that this is regulated by the endocrine system.

Emotion has been studied by researchers from different fields and each one with an
approach particular to the field that they belong to. Researchers from neurology had been
studying the structures of the brain that are involved in the process of eliciting emotions.

On the other hand as Ortony suggests [Ortony et al.1988]

psychology appraisal theory has been widely investigated; in appraisal theory
humans make an internal representation of the external environment and the

state of the “self” and appraisal or construal is formed.

There are also theories that combine neurological and cognitive accounts, the best
example is Izard’s four systems of emotion activation model [Izard1993] and Smith’s model
which describes the links between appraisal and the physiological experience of distinct

emotions [Smith and Kirby2001].



CHAPTER 3. EMOTION 42

3.1.1 Neuroscience (non-cognitive) accounts

Damasio (a psychologist) has shown, through the experiments of his patients, that without
emotion (as in patients with injuries in the frontal lobe) decision making is flawed. Relating
to the discussion in chapter 2 on why emotion can be used to improve action selection. Le
Doux, a neuroscientist, has found that in the pathway of emotion in the brain the amygdala
plays an important role. In this work we have chosen to model the different brain systems
involved in action selection and in emotional experience, the internals will be discussed in

chapter 5

Damasio

Damasio’s influential work [Damasio1996] was based on neuropsychology; his patient, Elliot

developed a brain tumour that damaged his prefrontal cortex.

Although FElliot began behaving irrationally, testing Elliot revealed that his intel-
ligence, attention and memory remained unaffected by his illness. Instead Elliot
had lost the ability to experience emotion; and the lack of emotional guidance

rendered decision-making a dangerous game of roulette.

. Hence Damasio claims that patients with frontal lobe damage take decisions that did not
take into account his best interest. From the patient’s decisions, it can be assumed that
there is no evidence of concern about their future, no sign of forethought.

Further, Damasio states that the machinery for his decision making was so flawed that
he could no longer be an effective social being. In spite of being confronted with the
disastrous results of his decisions, he did not learn from his mistakes. From this evidence it
has been speculated [Picard1997] that reduction in emotion may constitute an important

source of irrational behaviour.
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Damasio also put forward the concept of ‘somatic markers’ (or gut feelings) where he
claims that the body experience associated with the 'feeling’ of an emotion is important to
mark an emotion, and maybe be used as a tool in decision making. Thus, if an unpleasant
feeling is perceived when choosing an option, maybe the next time we are presented with
an unpleasant outcome, a 'feeling’ will help us avoid a bad choice. Emotions act as a bias in
decision-making. Although the concept of ‘somatic markers’ was developed with humans
as their subject, it can also be applied to other animals. For example in the case of fear,
when an animal freezes, a decision is biased so greatly that it can be said that the actual
decision was made as a result of the emotion being elicited.

Since we humans are closely related to monkeys in terms of evolution, it is fair to
assume that monkeys with prefrontal damage can no longer follow the complex social
conventions characteristic of the organisation of a monkey troop. From this last point, it
can be assumed that emotion plays an important role in social animals, in general and in
chapter 4 literature on group behaviour and communication will be reviewed.

According to Damasio, to name one, the limbic system is the ‘centre’ of emotions, and it
is composed of several structures [Damasiol996]: the cingulate gyrus, in the cerebral cortex,
and the amygdala and the basal fore-brain, two collections of nuclei. LeDoux [LeDoux2000]
has found that in particular the amygdala plays a fundamental role in emotional experience.

Emotion and the ’feeling’ of its happening share vital circuitry used to regulate bodily
functions. I remember a puppy we owned that, when beign groomed, wagged the tail and
then wet himself. In this sense Damasio [Damasio1996] states that the process of emotion
and feeling are part and parcel of the neural machinery for biological regulation, whose
core is constituted by homoeostatic controls, drives and instincts. Further the lower levels
in the neural edifice of reason are the same ones that regulate the processing of emotions

and feelings, along with the body functions necessary for an organism’s survival .
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Emotions can be categorised as Primary emotions (‘innate’, Jamesian): these depend
on limbic circuitry, the amygdala and the anterior cingulate being the prime players. For
Damasio, the most universal emotions are Happiness, Sadness, Anger, Fear, and Disgust,
and correspond to profiles of body state response which are largely pre-organised in the
James’ sense. For different authors, primary emotions are different: table 3.1 summarises
the primary emotions according to various emotion researchers. From this list we focus
on fear in this work, though other emotions are included in the architecture as discussed
later.

To 'feel” emotion something must trigger it and if the subject in question does not have
a pathology that affects him, the environment plays an important role. In this Damasio

argues that:

the environment makes its mark on the organism in a variety of ways. One
is by stimulating neural activity in the eye (inside which is the retina), the
ear, and the myriad nerve terminals in the skin, taste buds, and nasal mucosa.
Nerve terminals send signals to circumscribed entry points in the brain, the
so-called early sensory cortices of vision, hearing, somatic sensors, taste, and

olfaction.

During the adaptation of different species through evolution it has been found to be
adaptively advantageous, to have neural circuits that can trigger fast emotions so that an
emotion is felt and can be used to avoid destruction (for example, fight or flight behaviours)
by predators or adverse environmental conditions.

In figure 3.1 it can be seen that with an appropriate stimulus the amygdala (A) is
activated and a number of responses ensue: internal responses (marked IR); muscular
responses; visceral responses (autonomic signals); and responses to neurotransmitter nuclei
and hypothalamus (H). The hypothalamus gives rise to endocrine (like those used in this

work in aprocrine glands) and other chemical responses which use a bloodstream route.
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Theorist Fundamental emo- Basis for selec- Reference
tions tion

Arnold, M.B. anger aversion relation to ac- Arnold (1960)
courage dejection tion tendencies
desire despair fear
hate hope love sad-
ness

Ekman, P. anger disgust fear joy universal facial Ekman Friesen
sadness surprise expressions & Ellsworth

(1982)

Frijda, N. desire joy pride sur- forms of action Frijda (1987,
prise distress anger readiness and personal
aversion contempt communication)
fear shame

Gray, J. rage/terror  anxiety hardwired Gray (1982)
joy

James, W. fear grief love rage bodily involve- James (1884)

ment

McDougall, W. anger disgust elation relation to in- McDougall
fear subjection tender-  stincts (1926)
emotion wonder

Mowrer, O.H. pain pleasure unlearned emo- Mowrer (1960)

tional states

Oatley, K, and anger disgust fear do not require Oatley &

Johnston-Laird, P.N.  happiness sadness propositional Johnston-Laird

content (1987)

Panksepp, J. expectancy fear rage hardwired Panksepp (1982)
panic

Plutchik, R. acceptance anger an- relation to adap- Plutchik (1980)
ticipation disgust joy tive  biological
fear sadness surprise processes

Tomkins, S.S. anger interest con- density of neural Tomkins (1984)
tempt disgust distress firing
fear joy shame sur-
prise

Watson, J.B. fear love rage hardwired Watson (1930)

Weiner, B. happiness sadness attribution- Weiner & Gra-

independent ham (1984)
Table 3.1: A selection of lists of “fundamental” or “basic” emotions from

[Ortony et al.1988]
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Figure 3.1: Primary Emotions. The black perimeter stands for the brain and brain stem.
After [Damasio1996]
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Figure 3.2: Diagram of the “body loop” and the “as if” loop. After [Damasiol1996]

Antonio Damasio believes that in many situations emotions and feeling are operated
from mind/body to body and back to mind/brain. This contrast with Descartes’s separa-
tion of mind and body. In Damasio’s work (with which we agree), the concept of mind and

body as a whole is used through-out; thus we argue that the agent needs to be embodied
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to ’feel’ the emotion and behave in an advantageous manner as in flight or fight. In this
sense the agent needs to be embodied or at least 'think’ that he is embodied. Damasio
suggests that there are devices that help us feel “as if” we were having an emotional state,
see figure 3.2 | as if the body were being activated and modified.

It is known that chemical substances can change emotions and moods; alcohol, nar-

cotics, and a host of pharmacological agents can modify how we feel.

LeDoux

LeDoux (and others) has shown beyond the shadow of a doubt that the amygdala plays a
role in emotion. The amygdala system is part of the limbic system, which is the centre of
emotions, it consists of two almond-shaped structures in the brain’s limbic region.

The amygdala has projections to many cortical areas. In addition to projecting back
to cortical sensory areas from which it receives inputs, the amygdala also projects to some
sensory areas from which it does not receive inputs. This may be very important in
directing attention to emotionally relevant stimuli by keeping the short term object buffer
focused on the stimuli to which the amygdala is assigning significance. [LeDoux1998]

Emotions in animals, in particular fear, can be studied because there are very good tools
available for their study, like fear conditioning. In a typical fear conditioning experiment,
the subject, such as a rat, is placed in a small container. A sound then comes on, and is
followed by a brief mild shock to the rat’s feet. After repeating several times such pairings
of -sound and shock- the rat begins to be afraid when it hears the sound. We argue that
the emotional stimuli can be either conditioned as in this example or hard-wired (in the
pathways of neural circuitry through evolution for survival purposes) such as when one
hears a sudden sound from behind one’s back, or when a small chick sees a flying object
resembling a predator. See figure 3.4 for the pathway to produce an emotional response as

proposed by LeDoux.
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As said before, it has been found in animals, in particular rats, that the basal gan-
glia plays an important role in action selection. Le Doux argues that the basal ganglia
[LeDoux1998] may be important in instrumental emotional behaviour, which he calls “emo-
tional actions”, and in this work the basal ganglia has a pathway to the amygdala, and
the amygdala affects action selection and can be labelled as an “emotional action”.

In this work the idea that an emotion is ’felt’ for a while and not just lasting a short
time is important, because an animal must keep running even if it can no longer directly
perceive the predator following him. In the same vein, LeDoux states that the arousal
systems activated by the amygdala are important in sustaining a feeling of fear. See
figure 3.3 for some of the responses to an emotion been triggered in the amygdala.

LeDoux claims much of what the brain does in relation to emotion, occurs outside of

conscious awareness. LeDoux states that

although this may seem obvious, the study of emotion has been so focused on
the problem of emotional consciousness that the basic underlying emotional

mechanisms have often been given short shrift.

Although thoughts can easily trigger emotions (by activating the amygdala), we are
not very effective at wilfully turning off emotions (by deactivating the amygdala). Telling
yourself that you should not be anxious or depressed does not help much. Cognitive

accounts will be discussed next.

3.1.2 Cognitive accounts

The concept of appraisal was put forward by Magda Arnold in an influential book published
in 1960 [Arnold1960]. She defined appraisal as the mental assessment of the potential harm

or benefit of a situation and argued that emotion is the “felt tendency” toward anything
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appraised as good or away from anything appraised as bad. Although the appraisal pro-

cess itself occurs unconsciously, its effects are registered in consciousness as an emotional
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feeling. Later Lazarus argued [Lazarus1991]that emotions can be initiated automatically
(unconsciously) or consciously, but he emphasised the role of higher thought processes and
consciousness, especially in coping with emotional reactions once they exist. Summarising
his position, he noted that cognition is both a necessary and sufficient condition of emo-
tion, so it can be assumed that he claimed that other animals do not have emotions, a
position with which we do not agree given the evidence presented in this work. Appraisals
provide an explanation of why the same event can give rise to different emotions in different
individuals, or even in one individual at different times. Conversely, appraisals offer an
explanation for understanding what differentiates emotions from one another.

By far the most common used Model for modelling emotion in agents implemented in
cognitive architectures of emotions in Artificial Intelligence is that of Ortony, Collins and

Clore [Ortony et al.1988], hereafter (OCC Model) which is described below.

The OCC Emotion Model

According to the OCC model, there are four main kinds of evidence about emotions:
language, self reports, behaviour and physiology. The latter two kinds concern the conse-
quences or concomitants involving emotional states, but not their origins, which they think
are based upon the cognitive construal of events, although other research has found that not
only cognitive appraisals can elicit emotions [Izard1993] [LeDoux1998] [Smith and Kirby2001],
but that they can also be triggered unconsciously.

Instead of attempting to describe every possible emotion, the model of Ortony, Collins
and Clore (OCC) works at a level of emotional clusters, called emotion types, where the
emotions within each cluster share similar causes. For example the distress type described
all emotions caused by displeasing events. Distress includes individual emotions, such as
sad, distraught, and lovesick that differ in less significant dimensions such as intensity and

the reason the event was found to be unpleasant. The OCC taxonomy of emotions is
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illustrated in figure 3.6.
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Figure 3.6: Global structure of emotion types from [Ortony et al.1988]

Although this model was not made for animal emotions they claim that it is tempting
to suppose that animals experience fear. However, attributions are typically based on
observations of behaviours (aggressive behaviour or avoidance behaviour), though there
are several examples of animals that appear to experience emotions like joy, anger, sadness,
grief and even shame [Masson and McCarthy1996].

In the OCC model any non-emotional state that is experienced can, in principle, give
rise to a valenced reaction; for example, hunger ( a non-emotional state) can trigger the

valenced reaction of distress.

In general, any valenced reaction to an object or event can give rise to emotions,
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thus, psychological states themselves (including emotional ones) are candidates for emo-
tion inducing objects and events, thus leading the possibility of chains of additional, new
emotions.

The OCC model proposes that emotions are the results of three types of subjective

appraisals:

1. The appraisal of the pleasingness of events with respect to the agent’s goals.

2. The appraisal of the approval of the actions of the agent or another agent with respect

to a set of standards for behaviour.

3. The appraisal of the liking of objects with respect to the attitudes of the agent.

The model also proposes a compound set of emotions caused by combinations of other
emotions. Altogether, these give rise to a number of emotions, like joy, distress, hope, fear,
pride, shame, admiration, reproach anger gratitude, gratification and remorse. One may
disagree with some aspects of the OCC, which is basically a taxonomy; for example, it
is particularly odd that anger is a compound emotion, when most authors regard it as a
primary emotion. There are animals that show an angry behaviour, it is debatable that

they appraise anger as a consequence for oneself!

Frijda

Frijda’s theory of emotion [Frijda and Moffat1994] elicitation is also a cognitive appraisal
theory, like other appraisal theories [Ortony et al.1988][Roseman et al.1990]. It includes
a matching mechanism whereby features of a situation are mapped onto a set of output
emotions. Figure 3.7 shows Frijda’s Model of Emotion Eliciting.

Together with other emotion theorists [Oatley1992] [Sloman and Croucher1981] Frijda

emphasises the cognitive nature of emotionality and claims that a machine operating under
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similar conditions, with needs to be satisfied, difficulties at every corner, and only limited
power and knowledge, would also have to be emotional in order to survive.

In Frijda’s theory of emotion evaluation processes, appraisals mediate between the
occurrence of significant events and changes of internal action tendencies that are accom-
panied by characteristic expressive behaviour. An action tendency is defined as readiness
for different actions having the same intent or goal state i.e., states of readiness to achieve
or maintain a giwen kind of relationship with the environment.

One of the primary issues in Frijda’s model is that an action readiness changer is
propsed, see figure 3.7. This effectively is a meta layer to the action readiness proposed
by ethologists like Lorenz. Thus, one can say that emotion could serve as a meta-layer to

affect actions.

Ekman

The so-called basic emotions approach distills those emotions that have distinctive facial
expressions, like those seen in figure 3.8, associated with them and seem to be universal:
fear, anger, sadness, happiness, disgust, and surprise. More precisely, Ekman prefers to
talk about (basic) emotion families.

A product of Ekman research was that a feedback loop with the body was proved. So
expanding the chest may not be a bad idea when one is feeling down. Thus, in a similar
way to what has been described in the previous section, the body plays an important role
in the ’emotional experience’. In his study [Ekman1993] Ekman asked the subjects to move
certain facial muscles. Without realising it, they were asked to exhibit facial expressions
characteristic of different emotions. Then they were asked to answer some questions about
their mood. It turned out that they were influenced by their facial expressions. As in this

study, in the work presented here the body plays an important role in emotional 'feeling’.
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Other models of emotion

Sloman’s approach to emotion [Sloman2001] proposes that the cognitive mechanism cannot
be investigated in isolation but must be embedded within the overall architecture that
includes mechanisms concerned with perception as well as the generation and management
of motives and affective states, in a resource-bounded agent. Sloman does not draw a
sharp line between cognitive and emotional processing. Sloman’s work views emotions
as “dispositional tendencies”, tightly coupled with motivation and the organism’s goals.
Emotions may or may not be conscious. Contrary to [Panksepp1994b], hunger is not
treated as a basic emotion, but it is treated as a drive and not handled in the Amygdala,
but in the hypothalamus. As pointed out in [Scherer1994], the verbal labelling of emotions
is not identical across different cultures, but he argues that anger and fear are defined as
emotions and linked to the flight and fight behaviour which are important across species.

As said before, in the architecture developed in this work fear plays a predominant role.

3.1.3 Hybrid Models of Emotion

Izard proposed that there are four types of elicitors of emotion in humans [Izard1993].
His model is shown in figure 3.9. This model is relevant because it is an incremental
architecture drawing from evolution; according to him the neural processes are the first to
have been in place to elicit emotions. Since we are developing our architecture starting from
a low-level architecture to elicit emotions, it seems appropriate to anchor our architecture
in a biologically plausible architecture that is compatible with emotions in humans as well

as in other animals. This model conforms to this requirement. Izard argues:

From an evolutionary-developmental perspective, the systems may be viewed as

a loosely organised hierarchical arrangement, with neural systems, the simplest
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and most rapid, at the base and cognitive systems, the most complex and ver-
satile, at the top. The emotion activating systems operate under a number of

constraints, including genetically influenced individual differences.

The four types of emotion elicitors in Izard’s model are:

Neural. Effects of neurotransmitter and other neurochemical processes. These processes
run independently, in the background, and are influenced by hormones, sleep, diet,

depression medication, etc.

Sensorimotor. Effect on posture, facial expression, muscular tension, and other central
efferent activity. These effects primarily intensify a given emotional state, but in

some cases appear to be capable of generating new affective states.

Motivational. Effect on sensory provocations such as an