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Abstract

We discuss in this paper the FearNot! application demonstrator, currently being developed for the EU frame-
work V project VICTEC. It details the language structure, content, interactions management, general architec-
ture and design of the FearNot! Demonstrator, as well as presenting the VICTEC project and its motivations.
This paper also focuses on the different sets of Speech Act inspired language action lists developed for the
project and discusses their use for an interactive language and action system for the elaboration of expressive
characters. The paper also presents early development and implementation work as well as system and speech
evaluation planning.

1 Introduction

This paper discusses the language system being devel-
oped for the EU framework V project VICTEC1 - Vir-
tual ICT (Information and Communication Technologies)
with Empathic Agents. This seeks to use virtual dramas
created by interaction between intelligent virtual agents
as a means of dealing with education for children aged
8-12 in which attitudes and feelings are as important as
knowledge. The project thus focuses on Personal and So-
cial Education, which includes topics such as education
against drugs, sex education, social behaviour and citizen-
ship. The topic specifically addressed by VICTEC Victe
(2004)is education against bullying. The project expects
to contribute to an understanding of the role of empathy
in creating social immersion, and to the evaluation of vir-
tual environment ICT for child users. It also expects to
contribute to a deeper understanding of empathy and its
role in bullying, and to the relationship between Theory
of Mind (TOM) Woods et al. (2003) and bullying behav-
ior. The building of empathy between child and character
is seen as a way of creating a novel educational experi-
ence.

An output of the project is the FearNot! 1 demon-
strator, currently under construction. The overall inter-
actional structure of this demonstrator alternates the en-
action of virtual drama episodes in which victimisation
may occur, and interaction between one of the characters
in these dramas and the child user, who is asked to act
as their ’invisible friend’ and help them to deal with the
problems observed in the dramatic episodes. The advice

given by the child will modify the emotional state of the
character and affect its behaviour in the next episode. The
narrative approach undertaken by the VICTEC project is
the one of Emergent Narrative Aylett (1999), Louchart
and Aylett (2002), Aylett and Louchart (2004). The re-
search on Emergent Narrative aims at finding and elab-
orating a narrative structure appropriate and suitable for
an optimal use of Virtual Environments, combining the
entertainment values of both storytelling and virtual ex-
periencing.

The FearNot! Demonstrator represents an intuitive in-
terface between the virtual world and the child user. The
characters appearing in the demonstrator have been mod-
elled to be believable rather than realistic, with the use of
exaggerated cartoon-like facial expressions. Evaluation
to date Woods et al. (2003) has shown that providing the
narrative action is seen as believable, lack of naturalism
is not perceived as a problem by prospective child users.
FearNot! Draws upon feelings of immersion and suspen-
sion of disbelief, essential characteristics of Virtual Real-
ity (VR) and Virtual Environments (VE), in order to build
empathy between the child and the virtual character as the
child explores different coping behaviours in bullying.

2 Integrating language and action

Unlike most dialogue systems or talking heads, VICTEC
mixes language interaction with physical actions. Bul-
lying can be categorised as verbal, physical, or rela-
tional (manipulating social relationships to victimise), so



Figure 1: A screen shot of the FearNot! demonstator.

that actions such as pushing, taking possessions and hit-
ting must be modelled. Each character displayed in the
FearNot! Demonstrator is provided with its own au-
tonomous action selection mechanism, and the overall
architecture is shown in 2. An appraisal of events and
the other characters is carried out, using the emotion-
modelling system of Ortony, Clore and Collins Ortony
et al. (1988) and the resulting emotional state is combined
with the character’s goals and motivations to select an ap-
propriate action. Thus a common representation for both
physical actions and language actions is needed so that
both can be equally operated upon by the action-selection
mechanism.

This representation is provided by the concept of a
speech act Austin (1962), Searle (1969), defined as an ac-
tion performed by means of language. Here, language is
categorised by its illocutionary force, that is, the goal that
the speaker is trying to achieve; the same view of action
taken by an action-selection mechanism, and highly rel-
evant to bullying scenarios. Speech Acts however work
at a very high level of abstraction (e.g. assert, promise,
threaten) and only a subset of those generally used are
relevant to bullying scenarios. Moreover much of the sub-
sequent work - such as that in Dialogue Acts Bunt (1981)
- has taken place in language-only domains and does not
address the close relationship between speech and actions
required for the VICTEC project. It was therefore de-
cided to define a set of language actions in the spirit of
speech acts, using a corpus of bullying scenarios con-
structed by school children using a story-boarding tool
Kar2ouche Education (2004).

Of course a speech act does not uniquely specify the
utterance in which it is expressed - its locutionary form.
Moreover it was created as an analytic tool, while the lan-
guage system being created here must function in a gener-
ative capacity (see Szilas (2003) for other work with this
aim). In addition, language and other actions must form
coherent sequences, accepted as such by the child users.
The approach must also take account of cross-cultural

language practices such as the specific language used in
schools in the UK, Portugal and Germany, the countries
of the project partners.

Finally, there are two different contexts in which the
language system must work. The first is within dramatic
episodes in which characters interact with each other. The
second is between episodes in which the character must
interact with the child user.

Figure 2: The architecture developed to support synthetic
characters.

2.1 From action to utterance

An action can be described as a collection of instances
of: an object on which the action can be performed (those
being a object of the environment or another characters),
the agent performing the action, the action priority used
to order and deal conflicting actions, the context in which
the action is performed (i.e. location, props, internal goal,
history of previous actions, topics), the emotional status
of the character at that time, and the utterance (relating
to the language action) that should be played, and the an-
imation of the part of the body of the character involved
and the gesture. The emotional status of the character will
determines whether the action to be performed is imple-
mented via language action, physical activity or both.

Assuming that the next action selected is physical, from
a current pose of the character a series of animations are
possible, but to reach the current select one it might be
necessary to introduce an intermediate pose that links the
two (i.e. next action: walk to the door. Current pose:
sitting. Intermediate pose necessary: stand up).

We can visualise this as a tree of behaviours where
from a current state the next animation is possible only
when the correct status of the character is reached and
that action can began, requiring the introduction of an in-
termediate pose. See 3.

In order to generate the utterance for a selected lan-
guage action, it has been decided to use a shallow-
processing approach, as originally used in ELIZA
Weizenbaum (1966) and more recently in chat bots
Mauldin (1994). The rationale for this approach is that
it takes little processing resource compared to a deep ap-
proach based on parsing and semantics, thus allowing the
graphics engine the resource it needs to run in real-time.
In addition, such systems can show surprising resilience



Figure 3: The search tree showing the space of possible
behaviours.

in limited domains such as that of FearNot!, in which the
language to be used is specific to the bullying scenarios.
To prevent problems experienced with such systems in
dealing with unexpected inputs, the FearNot! demonstra-
tor will specifically drive the conversation in child-agent
mode by using leading questions with a limited range of
options for answer. Wizard of Oz studies are in progress
to determine in more detail what language coverage will
be required.

The FearNot! demonstrator ’s natural language sys-
tem is required to adopt and implement techniques and
technologies inspired from research in conversational
agents Braun (2002), Braun (2003), Rist et al. (2003),
Prendinger and Ishizuka (2001), Prendinger and Ishizuka
(2002). Similar approach as already successfully been
implemented in Facade Mateas and Stern (2003), where
the agent has the possibility of chosing between actions
and language when interacting with another agent or a
user. However, Facade’s low level of abstraction approach
would be difficilly manageable for VICTEC and would
require more development than actual ressources would
allow.

In agent-agent interaction, the language system starts
with the language action generated by the action-selection
system, which has the advantage of knowing exactly what
action (language or otherwise) it is responding to. This in-
dexes a group of utterance templates in which the previ-
ous utterance or physical action is used to fill in variable
slots with an appropriate choice. For example, assume
the utterance from the other agent was” I like flowers”,
the following group of utterance is selected: I like . . . too,
why do you like . . . ?, what do you find in . . . ?. The first
unused utterance here is: ”why do you like . . . ?” the dots
are filled with the recognized object of the discourse in the
user’s input: flowers. The generated character utterance is
”why do you like flowers?”.

Child and character interaction is different. Here the
action is not known, but must be inferred. The incoming
text is matched against a set of language templates, and
the language and action index is then taken as the start-

ing point for the language action with which the agent
must respond as discussed below. Since an objective is
to retain control of this dialogue by keeping the conver-
sational initiative with the character, the Finite State Ma-
chine structures discussed below can also be used to gen-
erate expectations about what language actions the child
has produced.

3 The FearNot! Speech Act
Knowledge-base

Since the FearNot! demonstrator developed for use in
the VICTEC project includes in the same application both
agent-to-agent and agent-to-user interactions, it is essen-
tial that such this particularity is taken into account when
designing and developing the language actions’ articula-
tion and content. For this reason, the FearNot! demon-
strator must combine the use of a bullying themed speech
while operating on these two different and distinct levels.

In order for the FearNot! Demonstrator to success-
fully meet VICTEC’s evaluation objectives, it is crucial
that continuity and coherence is maintained during inter-
actions (contextualisation) between agents while insur-
ing that the communication is engaged and led by an
agent when agents and users interact together. This not
only fundamentally affects the design of the language sys-
tem, it also requires the design of two distinct sets of ac-
tions,independent of each other as just discussed. For in-
stance, in the case of an agent-to-agent communication,
the process starts with the selection of a language action
and ends with the selection of an utterance. The opposite
occurs in the case of agent-to-user communication since
the system needs to recognise an utterance via keywords
and then select an appropriate language action or action
in order to provide an answer to the user.

3.1 Action categorisation

A set of appropriate actions for bullying and victimization
interactive scenarios has been identified. Those actions
can be triggered and generate agent utterances accord-
ing to their emotional states. As such a system is dealing
with a number of actions and utterances, we have grouped
the entire language content within three categories, Help,
Confrontation and Socializing 1.

Each category includes a variable number of appropri-
ate language and other actions. For instance, the con-
frontation category contains a considerably larger num-
ber of actions than the help section since there is a very
limited number of coping behaviours available in dealing
with bullying Woods et al. (2003).

The Help set articulates the actions needed to generate
offering-help interactions between agents. It covers the
interactions needed for the generation of enquiries from
agent-to-agent with respect to emotional states and related
goals. In addition, this function also generates advice and



Table 1: Actions catagories and example listings
Catagorie Listings

HELP Ask for help / Offer help /
Help question / Help advice /
Help introduce to friend /
Help talk to someone /
Help invitation /
Offer protection /
Non assistance confirmation

CONFRONTATION Order /
Aggressive questioning /
Do / Forbid / Defiance /
Tease / accusations / Insult /
Threat / Aggressive answer /
Apology / Abandon action /
Action / Hit / Lie / Steal /
Obey / Deny / Ask why / Beg /
Claim back / Leave / Struggle

SOCIALISING Greeting start /
Topic introduction /
Exclusion topic introduction /
Information topic /
Information exclusion topic /
Questions topic 2 /
Question topic 3 /
Exclusion question 2 /
Exclusion question 3 /
Exclusion invite / Invitation /
Greeting end

offers such as help, protection or assistance. As with the
other categories, the Help language and action set cate-
gory has been designed according to a potential sequential
structure. This can be triggered either by an agent asking
for the help of another or in response to an aggressive ac-
tion carried out on a particular agent.

The Confrontation language and action set provides the
necessary content for an altercation between two different
agents. This category covers most of the physical bullying
expressions and involves threats, insults, orders, aggres-
sive behaviour that leads to aggressive actions and violent
behaviour. Finally, the Socialising category includes lan-
guage and actions tha can be used in social discussion
by pupils in schools (sports, homeworks, music, video
games) and language and actions tha can be used in gen-
erating relational bullying. Relational bullying is differ-
ent from physical bullying, depending on socia exclusion
and should therefore be integrated into socialinteraction,
as opposed to help or confrontational actions. Although
the structure is simple in theory, its implementation re-
quires a large number of utterances and topics.

3.2 Actions Finite State Machine (FSM)

Each action category also possesses its own organisation
and consequently requires the design of its own Finite

Table 2: An example sequence of speech act utterances
Speech act Utterance

DO You, [order] now!
If speech act = DENY You must be joking,

[rejection] [insult]
If speechact = OBEY Ok, but please don’t hurt me!

State Machine (FSM). A language action is coherent to
both the system and the user if organised into structured
speech sequences. While this has to be taken into account
it is also essential that the speech system focuses on or-
ganising the possible sequences of utterances and ensure
the transfer and communication of content without inter-
fering with the agent action selection mechanism. Since,
as with all speech system, there are issues of contextu-
alisation, the utterances that constitute the content of the
system are formed of templates that can be filled appro-
priately by the speech system, based on keyword recogni-
tion.

Figure 4: An example of a sequence of speech acts.

Each FSM integrates the language actions relative to
the category itself but also potential elements of answers
for discussion or interaction. For instance, the actions
’DO’ or ’FORBID’ in a confrontational situation will be
followed by the actions ’DENY’, ’OBEY’, ’ASK WHY’
or ’BEG’ Figure 4, to retain conversational coherence.

The VICTEC language actions and utterances have
been elaborated according to sequence of actions ob-
served in the scenarios developed by school children men-
tioned above.

Speech acts are materialised on the FearNot! Demon-
strator by utterances. The situation presented in Figure 4
would produce, in case of denial or obedience from the
victim the following exchange shown in table 2.

3.3 User-to-agent language action design

Since, the language generated by the user is highly am-
biguous and there are no means for the system to under-
stand the meaning of a sentence, the user-to-agent inter-
action, as we mentioned previously, needs a different ap-
proach. As a sentence can only be ”understood” by the
keywords included in it, it seems sensible to leave the ini-
tiative to the agent rather than the user. The fact that the
system leads the conversation with the user presents an
advantage in terms of believability for the speech system



in the sense that, the system can be expectation driven
and can expect a certain type of answer from the user
and adjust and compare the answer to a set of pre-defined
templates. Although the system could not understand its
human interlocutor, it could generate a high level of be-
lievability and interact with its user by asking simple and
adequate questions.

In order for the agent to keep the upper hand in terms
of interaction with the child user, it must be the one ask-
ing for advice and the one who generally ask questions to
which the child user is expected to answer.

It has been decided, due to the high possibility of mis-
spelling from the children who are going to use the sys-
tem, that the language system includes a keyword recog-
nition feature that should allow it to recognize the inten-
tion of the user and make the association with existing
categories of actions.

Although the speech system, in the case of a user-to-
agent interaction mainly requires language actions ex-
pressed through utterances from the agent rather than the
user, it is however important to predict and anticipate an-
swers in regards to the different possibilities that are been
offered to the user. Since the VICTEC project is mainly
being tested by children aged between 8 and 12 years old,
it has been thought that such approach would also have
the advantage of helping them in formulating their an-
swers to the agent. The speech system is, in the particular
case of the VICTEC project divided into two distinct sec-
tions, the agent language actions and utterances and the
user’s answers.

Table 3: User and Agent Language actions lists
Catagorie Listings

AGENT Ask for advice / Ask again /
Prompt / Cannot understand statement /
Ask for reason / justification /
Thank user for advise /
Confirm advice with user /
Express reproach to user /
advice rejection /
Express disappointment towards user /
Report result of interaction /
Beg for help

USER Give advice /
Refuse to give advice /
Ignore the agent / No answer /
No helpful comments /
Advice confirmation / Justification

4 Implementing Language Acts

In this section we address the problem of implementing
speech acts within the Victec system. The approach will
be to take the small set of speech acts defined above in 3

and find a structural similarities in the sentences used to
represent them.

4.1 Speech and Dialog Acts

Speech acts are descriptions of utterances in terms of the
function they perform Searl (1975). The simplest exam-
ple is the sentence, “I name this ship Lady Day.”, which
can be classified as the act of naming.

More recentlydialog actshave been proposed Bunt
(1994), which extend the concept of speech acts to in-
clude analysis of the conversational use of an utterance.
For example the utterance “I’m sorry, do you mean the
first or second letter”, would be classified as a repair ac-
tion, as is clears up failure to communicate properly.

Formally speech act theory may be defined as a branch
of pragmatics that classifies utterances by the role or use
that they serve in a communication. The role played by an
utterance is the function that it provides as distinct from
the semantic meaning of the utterance. This is best clari-
fied by an example, consider the two following sentences.

1. Give me the keys.

2. Please may I have the keys.

The meaning of both sentences is the same, the utterer
is asking for the keys. However the pragmatics is very
different, in the first case the utterer is giving an order
while in the second a request is being made. It is impor-
tant to note that speech acts are not unique classifiers of
utterances. It is equally possible for instance, to classify
both the previous utterances as communications of a de-
sire. Some examples of speech acts follow.

Question to gain information the questioner needs
some information, for example “Where is the
milk?”.

Exam question the questioner knows the answer but is
testing the candidate, for example “Who is the pres-
ident of Mexico?”.

Continuer during a long monologue a speaker will
pause, giving chance for the lister to indicate that
they are still following the speaker, for example “Yes
go on”.

Each of the above examples can be satisfied by many
utterances and it is impossible to tell from the language
act alone how to construct or choose and utterance. The
problems are: speech acts alone contain no semantic in-
formation; speech acts are not unique; and speech acts
cannot in general be mapped to syntax. It is claimed Ju-
rafsky and Martin (2000), that classifying utterances into
speech acts is an AI complete problem, meaning that a hu-
man being, or a computer system equivalent to a human
being, would be required to correctly classify them.



4.2 Microgrammes

Although the general problem of classifying speech acts
is currently unformalisable. It is possible to produce au-
tomatic classifiers that give partial coverage of common
acts. The method for doing this exploits the fact that many
speech acts correlate to structural features in a conversa-
tion. These structures, introduced by Goodwin (1996)
have been calledmicrogrammes. They comprise set of
features which are classified into three different types.

Words and collocation certain words and particularly
combinations of words (collocation) indicate some
speech acts. For example the words ‘who, when,
where’, indicate questions.

Prosody the tone of voice used in an utterance may indi-
cate its intended act. In English questions,for exam-
ple, can be indicated by a rising intonation at the end
of a sentence.

Conversational Structure the current context and the
immediate predecessor statements may give an indi-
cation of the speech act. A simple example of which
is that the utterance after a question is probably a re-
ply or a request for clarification.

In the case of a textural system such as Victec prosody
will have no part to play. The burden of the work will have
to be achieved using pattern matching to identify words
and collocation. Although hopefully, some support can
be provided through the use of context.

4.3 Language Acts

Because the Victec project is centred on the development
of autonomous agents that interact in a virtual environ-
ment by the use of actions, it was natural to use speech
acts to define the agent’s speech system. This would al-
low the agent to remain in an action reception, action ap-
praisal, action selection loop.

The problem is the lack of semantics and multiple defi-
nitions of speech acts. To allow for the first some seman-
tic information has had to be added to the agents actions.
We have called the combination of speech act plus seman-
tic informationlanguage acts.

We intend to solve the second problem of how to iden-
tify sentences with speech acts by applying microgram-
mers to the very small set of sentences that have been
classified in the knowledge base.

A microgrammer can be written for each speech act.
When parsed in conjunction with the semantic informa-
tion and contextual knowledge of the source and sender
of the speech act the microgramme will generate a sen-
tence.

For example consider the act of greeting a person. The
set of possible sentences is very small, consisting of a
greeting word, possibly the name of the person being
greeted, and possibly a greeting question.

Hello
Hello Sue
Hi
Hi Tom
Hi Jo, how are you?

We can immediately see a general form to these sen-
tences and written down in Backus Naur Form (BNF) it
is.

〈 Greeting word 〉 〈 ToName? 〉 〈 status question? 〉
〈 Greeting word 〉 = 〈 Hello 〉

= 〈 Hi 〉

〈 ToName? 〉 = 〈 receiver 〉

〈 status question? 〉 = 〈 how are you? 〉
= 〈 are you all right? 〉

The termreceiver is a context variable that is set by
the semantic information in the language act.

4.4 Implementing Agent to Agent Lan-
guage Acts

The database of language acts will be specified in XML,
which has the expressive power of a context free grammar
and so can express BNF statements. Each language act
would be implemented as a template consisting of rules.
The rules are implemented separately and may be recur-
sive.

A language act generated by an agent will contain the
name of the sending and receiving agents, the type of act
and some semantic information, that is act specific. When
received the template for the requested act is found, con-
text variables are set and then the rules are repeatedly ap-
plied until a response has been formed.

For example the following XML specifies a request for
a greeting from agent Tom to agent Sue, with an optional
question about Sue’s current status.

〈 Type 〉 Greeting 〈 /Type 〉
〈 Sender 〉 Tom 〈 /Sender 〉
〈 Receiver 〉 Sue 〈 /Receiver 〉
〈 SemanticValue name=”true” statusQuestion=”random” /〉

Fist the variablessender and receiver would be
instantiated to the names Tom and Sue, then the template
for the language act looked up. Using a greeting language
act as specified in 4.3 the template requires a greeting
word that can be ‘Hello’ or ‘Hi’, as there is no other in-
formation a random choice would be made.

Next the because the name attribute of the seman-
tic information was set totrue the ‘ToName’ must be
added. The rule for this evaluates to the context variable
receiver , so the value of Sue would be added to the
reply.

Finally the status question attribute of the semantic in-
formation was set torandom so the the language system



will chose with equal probability between the adding and
not adding a status question. If a question is to be added
the rule is evaluated which gives a random choice of two
possible questions.

This results in one of the six following possible greet-
ings being generated.

Hi Sue
Hello Sue
Hi Sue how are you?
Hello Sue how are you?
Hi Sue are you all right?
Hello Sue are you all right?

The rules can be recursive, allowing a rule to contain
other rules, which will allow the case and gender agree-
ments of German and Portuguese to be applied.

4.5 Implementing User Agent Dialog

In the case of user agent dialog the problem of classifying
the user’s speech acts and extracting the semantic infor-
mation for appraisal by an agent must be addressed. As
was stated in 4.1 this is in general a very difficult problem.

The problem may be simplified by noting three features
that will apply in the case of FearNot.

• The dialog will be very short and focused only on
the previous bullying episode.

• The users will be children of age 10 and so will only
type simple sentences.

• In order to help the children buttons providing part
formed sentences will be provided.

It is hoped that these features will so constrain the in-
put domain as to allow the identification of speech acts
using pattern matching to look for words and collocation
supported by some conversational structure information.

5 Conclusion

This paper has described the interactional structure and
articulation of the language system being developed for
the VICTEC project and reported on progress made so
far. It also detailed the different language actions and their
categorisation in relation to the specific theme of bullying.

The language system and its content have been devel-
oped based on actual language currently in use amongst
school children, however it requires iterative refinement
and testing of both its efficiency and the coherence as well
as evaluation of its capacity to suspend or limit the initial
disbelief commonly generated by this type of system. A
series of Wizard of Oz experiments Maulsby et al. (1993)
along with psychological and usability evaluations Woods
et al. (2003) are therefore planned. Further evaluation of
the whole FearNot! Demonstrator is also planned: for ex-
ample, a large sample of children (N: 400) will take part in

a psychological evaluation at the University of Hertford-
shire in June 2004. However, while the agent architecture
of the system and systems integration is still under devel-
opment, language graphical content has already been pro-
duced for preliminary evaluation and the VICTEC team
is working with the aim to present a first prototype of the
system by April 2004.
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