Training in social signals with a robot for adults with an ASC
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ABSTRACT

This paper motivates robot-based work towards a training system
in social signal recognition for high-functioning adults with an
Autism Spectrum Condition. It summarises progress to date and
discusses a projected study involving the target group.
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1 INTRODUCTION

In the UK, Autism Spectrum Conditions (ASC) affect 547,000 people
over the age of 18 (1.3% of working age adults) according to the 2011
census. These adults encounter serious difficulties in their everyday
life, particularly in securing and maintaining employment. The
unemployment rate among adults with autism is higher than 85%,
nearly double the unemployment rate of 48% for the wider disabled
population and compares to an overall UK unemployment rate of
5.5%. Presently, it is estimated that only 16% of adults with an autism
spectrum conditions (ASC) in the UK are in full-time employment

Individuals with an ASC often encounter problems associated
with social interaction [5] and multi-tasking [21], leading to diffi-
culties with communication and task completion in the workplace
[1, 16]. So, developing innovative therapies that target potentially
challenging employment scenarios could help these adults success-
fully integrate at work.

Behavioural Skills Training (BST) [11] is recognized as one of the
most effective training approaches for the effects of an ASD. BST is
a behaviourist training approach involving phases of instruction,
modelling, rehearsal, and feedback in order to teach a new skill. It
has been used to teach social skills to people both with and without
disabilities [23]. However, BST is too labour-intensive to be widely
applied. If robots could be used to help deliver BST, this could
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reduce the effort required by human trainers and lower the cost of
BST application.

Interruptions are common at work [4] and are known to ad-
versely affect individualaAZs workflow: causing delayed resump-
tion time and reduced task accuracy [3]. Literature from related psy-
chological concepts (e.g. multitasking, executive function; [10, 21]
suggests that the necessity to break from routine and adopt a flexi-
ble strategy make interruptions especially challenging for autistic
individuals. Of the few studies that have addressed interruptions
with this group it appears that coping strategies can be developed
through video-modelling and conversation based intervention [24].
Another option would be to roleplay workplace interruptions with
a social robot.

Social robots are being deployed primarily for children with an
ASC [12, 26], with preliminary evidence suggesting child-robot-
interaction leads to increased social engagement in the classroom
[25]. Conceptually, robots are ideal for therapy with this popula-
tion due to their simplified appearance and predictive nature [6];
potentially combating over-sensory stimulation issues [15, 19]. So,
while work with children focuses on the development of socio-
communicative skills and understanding, here we extend work in
this domain to adultaAZs workplace interactions.

This work is being carried out within the SoCoRo project !, and
has so far involved a set of experiments intended to test the impact
of designed robot facial expressions of approval and disapproval and
explore the use of neuro-typical participants as well as participants
with an ASC diagnosis. The next projected experiment moves closer
to a workplace scenario and engages with the target group.

2 EXPERIMENTS IN EXPRESSIVE FACIAL
EXPRESSIONS

The robot being used for work in the SoCoRo project is the Flash
mobile robot with the EMYS expressive robot head - see Fig. 1
Research on facial expressions has been dominated by two judg-
ment procedures: categorical, involving basic emotion categories [7]
where universality and discreteness are central; and dimensional,
involving scales or dimensions (for example: Pleasure, Arousal,
Dominance) that underlie the emotion categories [13, 18] where
temporal dynamic is the focus. Given that a particular emotion
can usually be represented by more than one facial expression
with varying intensity, the discrete approach suffers from the flaw
of rigidity with its one-to-one mapping. Moreover, anything that

!http://www.socoro.net


https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn

GREATS 2018, Nov 2018, El Sydney, Australia

Figure 1: Alyx: a FLASH robot with an EMYS expressive
head.

could be described as a static expression is very rarely observed
in normal interaction where expressive behaviour is continuously
modulated in the evolving context. The dimensional approach on
the other hand is able to convey a wide range of affective messages
seamlessly and supports such modulation in a natural way.

We have therefore taken this approach in the current work, fo-
cusing on two groups of expressions supporting important social
signals: approval and disapproval. The aim is for Alyx to express
continuous internal state so that the resulting social signals are
more 4AYhuman-likeaAZ, pose the advantage of increased ecologi-
cal validity [27] and hence, enable transfer of learning from robot
to human incrementally in line with the Reduced Generalisation
Theory [20].

2.1 Initial experiments

A first set of experiments was designed to validate eight expressions
designed for Alyx, four intended to express approval, and four
intended to express disapproval.

A pilot study was conducted at the Glasgow Science Centre over
two days, with passing visitors invited to participate. 77 partici-
pants were involved (M:39; F:38) with a mean age of 16.9 and a
median age of 9. This reflects both the majority participation of
children and the wide age range of adults. A basic issue with run-
ning a study in a public place like this is that it is entirely possible
for participants to spectate before they take part and observe the
reactions of other participants. This contagion risk was addressed
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by selecting a random sample of four expressions from the eight
available. Since transporting the whole robot to Glasgow was not
feasible at that time, the EMYS head was removed and participants
interacted with that. Given the risks of autonomous operation in a
public environment, this first experiment was conducted using a
Wizard of Oz approach with the wizard sitting behind the screen
visible to the right of Fig. 2.

Figure 2: Alyx setup in Glasgow experiment.

Participants were asked to offer Alyx items for its breakfast.
These were plastic toy representations of fruit and other food items:
six were laid out in front of the robot. While it is possible that food
type may have influenced beliefs of the robot’s food preferences
(e.g. that Alyx likes ice-cream), our focus was the users emotion
recognition, not the affect of food type. After an item was offered,
Alyx was made to produce one of the eight designed expressions
randomly by the ‘Wizard’ using a WoZ interface. Depending on
whether they thought Alyx did or did not approve of the item,
participants were instructed to place it in a box marked ‘Like’ or a
box marked ‘Dislike’. There was no relationship between the object
presented and the expression generated.The setup can be seen in
Fig. 2

The experiment was introduced by Alyx itself, using a female
Scottish-accented unit-selection voice, with a pre-scripted state-
ment. After each of the first three items Alyx would state that
it was still hungry and would like another item; after the fourth
item Alyx made a positive statement about having had an enjoy-
able breakfast. Other than the approval/disapproval expressions,
the head did not move; in particular it did not visually track the
presented object. Though this clearly made participants uncertain
about whether Alyx had registered the object, nonetheless, they
found the interaction easy.

The results demonstrated that of the eight designed expressions,
two of those intended to express disapproval were widely inter-
preted as approval, while two of the expressions intended to commu-
nicate disapproval were interpreted by around half the participants
as approval, making them ambiguous. Results are discussed in detail
in our earlier paper [17]. This allowed us to run a second study un-
der lab conditions with the remaining four expressions with some
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confidence that they were recognised as intended by neuro-typical
participants. These can be seen in Fig. 3.

2.2 Second Study

Eyes closed, head dows

Figure 3: Filmstrip of EMYS head approval and disapproval
facial expressions

Although still considered a ‘spectrum’ condition, research of
neuro-typicals suggest Autism Spectrum Disorders (ASD) comprises
a ‘continuum’, with phenotypic cognition and behavior expressed
at varying sub-clinical levels in the broader population [9] - what
is often referred to as the ‘broader autism phenotype’ [22]. Support
for the broader autism phenotype comes from twin studies that
report an increased risk of autism diagnosis in first degree relatives
[22], as well as cognitive research of neuro-typical adults with
high autistic traits levels showing similar social and perceptual
processing. Furthermore, research measuring these traits in an HFA
sample found a negative correlation between trait level and emotion
recognition accuracy [8]. So, in line with other research of these
traits, we propose that neuro-typical adults expression recognition
accuracy is affected by their autistic trait level.

In order to organise a study around this issue, we used the widely
applied Autism-Spectrum Quotient (AQ) questionnaire [2]. This
allowed us to We assess autistic traits for neuro-typical individuals.
This is a novel approach in the study of Human-Robot Interaction
for those with an ASC. We suspect that one of the reasons there is
so little work with adults with an ASC compared to children is the
difficulty of assembling an acceptable number of participants for
studies. If it is possible to use neuro-typical participants together
with an AQ for preliminary work at least, this would assist such
work greatly.

Fifty-seven university staff and students (Mean age = 25.84, SD
= 8.60) participated, including 24 females and 33 males. The sample
had a mixed demographic; 72% White, 19% Asian, 3.5% mixed, 3.5%
Arab, and 2% African. Of the sample, 59.6% were native English
speakers. Participants were recruited via lectures, university adver-
tising boards, posters, and an internal news article. Participation
criteria included being over the age of 18 years, having no diagnosed
psychiatric condition, and normal or corrected vision.

The experiment setup can be seen in Fig. 4 and this time involved
the whole robot and not just the EMYS head. Participants sat facing
the robot and adjusted their seat to be at the robot’s eye-level. The
experimenter told participants they would be offering food items to
the robot and provided a full account of the experiment procedure.
The procedure was explained meticulously as the pilot study had
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Figure 4: Emotion recognition task setup. RFID reader
strapped to robots right hand. RFID tagged items on table.

demonstrated that verbal instructions from the robot alone often did
not provide participants with adequate information. Participants
were asked to place each food item near the robots right hand with
the RFID tag facing the reader, one at a time, and only once the
robot had offered its hand. A beep would indicate the RFID signal
recognition. After the beep, the robot glanced at its hand, turned its
head back to the user, lowered its hand, and produced an expression
(latency 2 sec). Participants were told to keep hold of the object and
to maintain attention on the robot’s facial expression after it had
lowered its hand. Participants were asked to place the food item
in the respective box on the table next to them depending on the
observed expression.

However the outcome of this study, although it included some in-
teresting results, failed to substantiate the idea that AQ score would
correlate with emotional expression recognition. Summarizing the
the accuracy data with the model revealed that the only statistically
significant relationship in the data was between participant native
language and the number of incorrect responses generated. This is
unsurprising given that English speakers were correct on 88.24%
of trials, compared to non-native English speakers 74.74% of trials.
This suggests a cultural factor in the interpretation of facial expres-
sions, and indeed recent work using dynamically generated agent
faces [14], showed that Westerners attended more to the region of
the mouth when observing expressions while their Eastern Asian
counterparts focused more on the eye region [28]. While the project
expects to work with a British group of adults with an ASC, there
is interesting work to be carried out here relating adults with an
ASC to their cultural milieu to establish whether they adhere to
their cultural norms in recognising facial expression to the same
extent as a non-ASC group.

3 A WORKPLACE-RELATED SCENARIO

The project’s next study will investigate how adults with and with-
out an ASC task performance is affected by an interruption. In one
condition, a human will interrupt the participant while they carry
out a task, and in the other, the robot will carry out the interruption.
A human interruption condition has been included in the design
as a baseline for responses since there is a dearth of literature
examining peopledAZs responses to robot interruptions.
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Studies of interruptions with neuro-typical adults show that
an initial task is often resumed at a lower intensity following an
interruption, in terms of speed, sub-tasks completed, and accuracy
(Altmann and Trafton, 2007; Borst et al., 2015). On occasion, the
task is not resumed at all (O4AZConaill and Frohlich, 1995). Further,
cognitive studies into aAIJattention residueaAl demonstrate that
information related to an initial task (Task A) can remain active
while switching to a new task (Task B; Leroy, 2009; Leroy and
Schmidt, 2016). This ihas been demonstrated by a reduction in
response time (RT) and increase in accuracy to stimuli related to
Task A whilst transitioning to Task B).

This study will use a modified version of the paradigm developed
by Leroy (2009) to examine whether being interrupted by a robot or
a human causes more or less attention residue while switching from
Task A to Task B. Also, the speed, number of sub-tasks completed,
and accuracy of Task A after completing Task B will give a general
indication of how the interruption affected Task A performance.

The primary hypothesis concerns the interrupter type: robot
or human. Given the aforementioned research, we propose that
adults with an ASC will perform better when interrupted by a robot.
This will be demonstrated by an attenuation of attention residue:
responses to Task A related stimuli in the lexical decision task
will not show reduced RT and increased accuracy relative to other
stimuli. In the same condition, we also expect to observe a reduction
in completion time, increase number of subtasks completed, and
accuracy on Task A after completing Task B. For those in the neuro-
typical group, we expect to see similar attention residue effects -
reduced RT and increased accuracy for Task A related stimuli - for
both interrupter types.

Our secondary hypothesis states that the ability to cope with in-
terruptions is atypical in ASC, as shown in research from the related
domain of executive functioning (Hill, 2004) and cognitive control
(Geurts, Corbett, and Solomon, 2009) demonstrating document task
switching and task disengagement difficulties. We expect autistic
participants to take longer, be less accurate, and complete fewer sub-
tasks after returning to Task A having completed Task B. Further
support will come from the human interruption condition, where
we expect autistic participants to show greater attention residue
(i.e. reduced RT; increased accuracy to Task A related words) than
the neuro-typical group due to difficulty disengaging from Task A.

3.1 Data collection

Data collection will take place over two sessions.

3.1.1 Intelligence Assessment. In the first session, participants IQ
will be measured so as to allow us to balanced IQs across the ASC
and non-ASC groups. For this we will use the WAIS-II: this includes
four tasks, including Block Design, Vocabulary, Matrix Reasoning,
and Similarities. Vocabulary and Similarities represent the Ver-
bal Comprehension scoring component, whilst Block Design and
Matrix Reasoning represent the Perceptual Reasoning component.
Together, these tasks provide an indication of Full-Scale IQ.

3.1.2 Interruption Task. In the second session participants will
complete the interruption task, as well as an abbreviated version
of the AQ mentioned above. Finally they will fill in a post-test
questionnaire. This session will be recorded by two tripod mounted
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HD video cameras. Participants will be randomly assigned to the
human or robot interrupter version of the interruption task. Each
group will be read a different version of the Participant Information
sheet, stating that they will either 4ATJinteract with a robotaAl or
AATjinteract with the experimenteraAl. Equal numbers of autistic
and non-autistic adults will be assigned to each condition. Thus
the study will have a 2 AU 2 between-subjects design, including
the factors group (autistic, non-autistic) and interrupter (human,
robot).

In the interruption task participants will first be asked to com-
plete an emailing task (Task A). After 5 mins of engaging in this
task, the interruption will occur (by either the human or robot).
During the interruption the interrupter will direct participants to
a word game on the computers desktop (the lexical decision task),
then ask them to organise some papers (Task B) after the word
game, before finally returning to Task A. Once the interruption is
over the interrupter will move to a work station in the lab out of the
participantaAZs way. The experimenter will cease the interruption
task after a period of 15mins. To finish, participants will be asked
to fill out the abbreviated AQ and post-test questionnaire on the
computer.

The experimenter will read out the Information Sheet at both
testing sessions to ensure participants are aware of the studies aims,
that they are to be video-recorded, and that data concerning their
eye behaviour will also be recorded. Initially, participants will be
naive to the focus on interruptions and instead will be told that
the experiment is part of a project developing a workplace multi-
tasking training schedule (in the Information Sheet). However, the
focus on interruptions and development a robot-based social skills
training for adults with an ASC will be revealed during the debrief.

4 CONCLUSIONS

In this paper we have given an overview of work to date in the
SoCoRo project, with the eventual aim of developing the basis for
robot training systems to aid in social signal recognition. We have
reported summaries of a pilot study in which we established robot
facial expressions that were recognised as signals of approval or
disapproval and a study in which we explored the use of AQ and
uncovered cultural factors in facial expression recognition. Finally
we have summarised a new study in which we hope to move to a
more explicitly workplace-related scenario and explore the effects
of interruptions to human task execution by a robot.
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