Abstract. The 2-Lagrange multiplier method is a domain decomposition method which can be used to parallelize the solution of linear problems arising from partial differential equations. In order to scale to large numbers of subdomains and processors, domain decomposition methods require a coarse grid correction to transport low frequency information more rapidly between subdomains that are far apart. We introduce two new 2-Level methods by adding a coarse grid correction to 2-Lagrange multiplier methods. We prove that if we shrink $h$ (the grid parameter) while maintaining bounded the ratio $H/h$ (where $H$ is the size of the subdomains), the condition number of the method remains bounded. We confirm our analysis with experiments on the HECToR supercomputer. This proves that the new methods scale weakly, opening the door to massively parallel implementations.

Key words. Domain decomposition, Schwarz method, partial differential equation, parallel preconditioner, Krylov space, coarse grid, multigrid, 2-Lagrange multiplier, FETI

1. Introduction. The symmetric 2-Lagrange multiplier method is a linear equation of the form

$$
\begin{align*}
\overbrace{A_{S2LM}}^{\text{2-Level}} (Q - K) \lambda &= -Qg, \\
\end{align*}
$$

(1.1)

where $Q$ is symmetric and positive definite, $K$ is an orthogonal projection, $g$ is data and $\lambda$ is the unknown. The solution $\lambda$ can then be used to recover the solution $u$ to a problem $Au = f$ arising from the discretization of an elliptic problem, e.g.

$$
\Delta \tilde{u} = \tilde{f} \quad \text{in } \Omega \quad \text{and} \quad \tilde{u} = 0 \quad \text{on } \partial \Omega.
$$

(1.2)

the domain $\Omega$ is an open subset of $\mathbb{R}^2$ or $\mathbb{R}^3$; see [13] for details.

For solving the problem (1.2), a domain decomposition $\Omega = \Omega_1 \cup \ldots \cup \Omega_p \cup \Gamma$ is introduced, where $\Omega_1, \ldots, \Omega_p$ are disjoint (open) subdomains and $\Gamma = \Omega \cap \bigcup_{k=1}^p \partial \Omega_k$ is the artificial interface.

Each subdomain $\Omega_k$ gives rise to a “scaled Robin-to-Dirichlet” dense matrix $Q_k$ and the matrix $Q$ is defined as $Q = \text{blkdag}(Q_1, \ldots, Q_p)$, corresponding to (1.2). Since $Q$ is block diagonal, calculating the matrix-vector product $Q\lambda$ can be done efficiently in parallel. By comparison, the matrix $K$ is not block diagonal but instead, $K$ is extremely sparse, hence can be assembled in a parallel sparse matrix format, e.g. in a compressed sparse row format, CSR, which is the default sparse matrix representation for PETSc [1]. Then the computation of the parallel matrix-vector product $K\lambda$ is straightforward.

One of the main goals of domain decomposition is to solve a problem such as (1.2) in parallel. To achieve this objective, one can use a Krylov space solver such as GMRES [17] or MINRES [15] to solve (1.1). It is known [13] that the condition number of (1.1) increases unboundedly when the number of subdomains $p$ increases, which implies poor parallel scaling of the algorithm. In the present paper, we introduce a
preconditioner $P$, the “coarse grid correction”, that leads to algorithms with good parallel scaling properties.

This is a major breakthrough for such methods, which have been held back by the lack of a solid theory that enables scaling to large numbers of processors through a coarse grid correction. The only similar work we are aware of is a Fourier analysis [4] of the optimized Schwarz method (OSM) for a model problem on a cylinder where the subdomains are (possibly overlapping) strips. This Fourier analysis is both highly technical and also does not apply to general domains and subdomains and general PDEs. The new theory in the present paper applies to fully general scenarios, including purely algebraic problems as well as problems arising from PDEs on general domains and subdomains. In the present paper, we only consider the nonoverlapping case while [4] considers both the nonoverlapping and the overlapping cases.

The 2-Lagrange multiplier methods discussed in the present paper were introduced and analyzed in [13], based on a related method introduced in [5]. In the case of two nonoverlapping subdomains, there are two Lagrange multipliers per interface node in $\Gamma$, which explains the nomenclature “2-Lagrange multiplier method”. The terminology “Lagrange multiplier” is an analogy to the FETI methods [6], where the Lagrange multipliers genuinely arise as part of a relaxation of continuity constraints.

The 2-Lagrange multiplier method is known to be closely related to the nonoverlapping OSM [7], which is known to perform well in special cases (e.g. for the spherical Laplacian with two latitudinal subdomains [14]). We also note that cross points (where three or more subdomains meet at a single vertex) have been particularly vexing for the analysis of these methods. Apart from [13] and [8], we are not aware of any analysis of the problem with cross points. We note that the methods introduced in the present paper are able to deal with cross points without any difficulty.

We have two main results. Our first main result is an estimate of the condition number of the symmetric 2-Lagrange multiplier method with its coarse grid preconditioner. This estimate shows that the 2-Level symmetric 2-Lagrange multiplier method scales weakly to massively parallel environments. Our second main result provides an estimate that shows that the 2-Level nonsymmetric 2-Lagrange multiplier method also scales weakly. In addition to the two main results, we will give strong numerical evidence that the nonsymmetric algorithm works much better in practice.

Our paper is organized as follows. In Section 2, we define the basic 2-Lagrange multiplier methods, the coarse grid preconditioner and the notion of weak scaling. In Section 3, we analyse these methods and show that they indeed scale weakly. In Section 4, we describe the massively parallel implementation of our methods. In Section 5, we provide several numerical experiments that confirm our analysis. We end with some conclusions.

2. 2-Lagrange multiplier methods. We now give a purely algebraic description of the S2LM method.

Definition 2.1 (The matrix $A_{S2LM}$). Let $\epsilon > 0$. Assume that the matrix $Q$ is symmetric and positive definite, with the spectrum $\sigma(Q) \subset [\epsilon, 1-\epsilon] \cup \{1\}$. Also assume that $K$ is an orthogonal projection. We define $A_{S2LM}$ by (1.1).

Under some conditions, it is known [13] that

$$\frac{1}{\epsilon} = O \left( \sqrt{\frac{H}{h}} \right),$$

where $H$ is the Euclidian diameter of a typical subdomain $\Omega_k$, and $h$ is the parameter of the fine grid discretizing (1.2). Therefore, $\epsilon$ is a quantity that “scales” in the sense...
that if we increase the parallelism by shrinking $h$ while keeping $H/h$ bounded, the quantity $\epsilon$ remains bounded away from 0.

In the remainder of the present article, unless noted otherwise, we assume no structure beyond the hypotheses of Definition 2.1. In particular, our analysis applies to systems which arise algebraically and not from the discretization of a boundary value problem.

2.1. Obtaining the S2LM system from (1.2). It is not obvious that the system (1.1) arises naturally from a problem of the form $Au = f$ or (1.2). We now briefly outline a systematic way of obtaining (1.1) from (1.2) and we refer to [13] for details. This “motivational derivation” of (1.1) from (1.2) should be considered the main application of the S2LM scheme.

The main idea of a 2-Lagrange multiplier method is to replace the global problem, (1.2), by the local Robin subproblems,

$$
\begin{cases}
-\Delta \tilde{u}_k = \tilde{f}_k & \text{in } \Omega_k, \\
\tilde{u}_k = 0 & \text{on } \partial \Omega_k \cap \partial \Omega, \\
(a + D_\nu)\tilde{u}_k = \tilde{\lambda}_k & \text{on } \partial \Omega_k \cap \Gamma;
\end{cases}
$$

(2.2)

where $a > 0$ is the Robin parameter, $k = 0, \ldots, p$, $D_\nu$ denotes the directional derivative in the direction of the exterior unit normal $\nu$ of $\partial \Omega_k$, and $\tilde{\lambda}_k$ is the Robin flux data imposed on the “artificial interface” $\partial \Omega_k \cap \Gamma$.

By multiplying subproblems (2.2) by a test function $v \in V_k$ and then using Greens formula, we obtain the weak formulation of the local Robin subproblems.

Find $\tilde{u}_k \in V_k$ such that,

$$
\int_{\Omega_k} \nabla \tilde{u}_k \nabla v dx + a \int_{\partial \Omega_k \cap \Gamma} \tilde{u}_k v dx = \int_{\Omega_k} \tilde{f}_k v dx + \int_{\partial \Omega_k \cap \Gamma} \tilde{\lambda}_k v dx
$$

(2.3)

holds for all $v \in V_k$, where $V_k = \{ v \in H^1(\Omega_k) \mid v = 0 \text{ on } \partial \Omega_k \cap \partial \Omega \}$.

In principle, the term $\int_{\partial \Omega_k \cap \Gamma} \tilde{u}_k v dx$ would give rise to a mass matrix on the artificial interface $\partial \Omega_k \cap \Gamma$. However it is known, (see e.g [19, Lemma B.5]), that this mass matrix is spectrally equivalent to the identity matrix by some $h$ factors which have been absorbed into the $a$ parameter.

Hence in matrix form, we obtain a sequence of “Robin problems”:

$$
\begin{bmatrix}
A_{IIk} & A_{IKk} \\
A_{IKk} & A_{IIk} + aI
\end{bmatrix}
\begin{bmatrix}
u_{Ik} \\
u_{Ik}
\end{bmatrix} =
\begin{bmatrix}
f_{Ik} \\
f_{Ik} + \tilde{\lambda}_k
\end{bmatrix}, \text{ for } k = 1, \ldots, p.
$$

(2.4)

As usual, the indices $I$ and $\Gamma$ denote the interior and artificial interface nodes, respectively. The vectors $\lambda_1, \ldots, \lambda_k$ are the “Robin data” (one Robin data vector per subdomain). For each subdomain $\Omega_1, \ldots, \Omega_p$ the corresponding restriction matrices $R_1, \ldots, R_p$ are obtained. We have the “partial assembly”

$$
A_{Nk} =
\begin{bmatrix}
A_{IIk} & A_{IKk} \\
A_{IKk} & A_{IIk}
\end{bmatrix}
\text{ and } f_k =
\begin{bmatrix}
f_{Ik} \\
f_{Ik}
\end{bmatrix},
$$

(2.5)

leading to the “assembly”,

$$
A = \sum_k R_k^T A_{Nk} R_k
$$

(2.6)
2.2. Methods that scale weakly. If $1 \notin \sigma(Q)$, one easily checks (see Section 3.1) that the spectral condition number $K(Q-K)$ (the ratio of the singular values) is bounded by $\frac{(1-\epsilon)}{\epsilon}$.

On the other hand, if indeed $1 \in \sigma(Q)$ then $K(Q-K)$ also depends on $\|EK\|$, where $E$ is the orthogonal projection onto the kernel of $I-Q$, $I$ being the identity matrix of appropriate size. 

We can use Schur complements to eliminate “interior” nodes from (2.4). This leads to the system

$$
\begin{bmatrix}
S + aI \\
\vdots \\
S_p + aI
\end{bmatrix}
\begin{bmatrix}
u_G \\
\vdots \\
u_p
\end{bmatrix} =
\begin{bmatrix}
g_1 \\
\vdots \\
g_p
\end{bmatrix} +
\begin{bmatrix}
\lambda_1 \\
\vdots \\
\lambda_p
\end{bmatrix},
$$

where

$$
S_k = A_{\Gamma k} - A_{\Gamma k}A_{\Gamma k}^T A_{\Gamma k} \quad \text{and} \quad g_k = f_{\Gamma k} - A_{\Gamma k}A_{\Gamma k}^{-1} f_{\Gamma k}
$$

are the “Dirichlet-to-Neumann maps” and “accumulated right-hand-sides”.

The vector $u_G$ is the “many-sided” or “multi-valued” trace of $u$ – to each interface vertex $x_i \in \Gamma$, there are several corresponding entries in $u_G$ (one per adjacent subdomain). We used the subscript $G$ by analogy to the notation $u_{\Gamma}$ which is normally a single-valued trace. The vector $u_G$ can be used to model a discontinuous function. If all the degrees of freedom of $u_G$ corresponding to $x_i$ are equal, then we say that $u_G$ is continuous at $x_i$. We define the square matrix $K$ to be the orthogonal projection whose range is the space of many-sided traces that are continuous on all of $\Gamma$; the matrices $K$ and $Q$ are $n \times n$, and the vector $u_G$ is $n$-dimensional, where $n$ is the number of degrees of freedom along $\Gamma$, counting duplicates for each adjacent subdomain. This projection is important because any solution of (1.2) must be continuous across $\Gamma$.

The scaled “Robin-to-Dirichlet map” also plays an important role; it is defined by $Q = a(S + aI)^{-1}$, cf. (2.7). Given the matrices $Q$ and $K$ as we have now described, the S2LM system is defined by (1.1) and this system is equivalent to the equation $Au = f$ in the following sense (see [13] for details). If the equation (1.1) is solved, then the solution $\lambda$ can be used to find $u_1, \ldots, u_p$ using (2.4). These “local solutions” are then guaranteed to meet continuously. By gluing the local solutions together, one obtains $u$ which solves $Au = f$.

An anonymous referee points out that from (1.1), one can derive the equation $K \lambda = a u_G$. This is the discrete version of a straightforward continuous phenomenon. If we imagine $\lambda_L$ and $\lambda_R$ be Robin data on the left and right sides of an artificial interface $\Gamma$, with normal vector $\nu$ then one has a formula such as $\lambda_L = au + D_\nu u$ and $\lambda_R = au + D_{-\nu} u = au - D_\nu u$; note that the direction of the “outwards pointing normal” is flipped between the two subdomains. Recalling that $K$ is an averaging operator, one obtains $K \lambda = \frac{1}{2}(\lambda_L + \lambda_R) = au$.

Although this “motivational derivation” of (1.1) from (1.2) is extremely important, it plays no further role in the present article in the sense that we only need the basic algebraic structure of Definition 2.1; note that $Q$ has the required properties [13].
Definition 2.2 (Weak scaling). We say that a method scales weakly if the condition number depends only on $\epsilon$ and not on the spectral norm $\|EK\|$ (the spectral norm is the largest singular value).

In domain decomposition, the definition of a method that scales weakly is one where the condition number depends on the ratio $H/h$, but not on $h$ or $H$ individually. Thus, our definition of weak scaling is justified by the case considered in [13] with $\epsilon$ given by (2.1). We now give methods that scale weakly.

Definition 2.3 (2-Level 2-Lagrange multiplier methods). Let $Q,K$ be as in Definition 2.1. Let $E$ be the orthogonal projection onto the kernel of $I - Q$. Assume that $\|EK\| < 1$. We define the coarse grid preconditioner as

$$P = I - EK,$$ (2.8)

leading to the preconditioned matrices

$$A_{2LS2LM} = P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}}$$ and $$A_{2L2LM} = P^{-\frac{1}{2}}(I - 2K)(Q - K)P^{-\frac{1}{2}}.$$ (2.9)

The terminology “2-Level” comes from the fact that the action of the preconditioner $P^{-1}$ on a residual can be efficiently computed by projecting onto a coarse grid defined by the subdomains, see (4.5).

Remark 2.4. The matrix $P$ is the “action of $Q - K$ on the range of $E$”. Indeed, if we choose an orthonormal basis such that

$$E = \begin{bmatrix} O & O \\ O & I \end{bmatrix}, \quad Q = \begin{bmatrix} Q_0 & O \\ O & I \end{bmatrix} \quad \text{and} \quad K = \begin{bmatrix} K_{11} & K_{12} \\ K_{21} & K_{22} \end{bmatrix},$$ (2.10)

and where $\sigma(Q_0) \subset (\epsilon, 1 - \epsilon)$, then observe that

$$P = \begin{bmatrix} I & O \\ O & I - K_{22} \end{bmatrix} \quad \text{and} \quad Q - K = \begin{bmatrix} Q_0 - K_{11} & -K_{12} \\ -K_{21} & I - K_{22} \end{bmatrix}.$$ (2.11)

In other words, the preconditioner $P$ was obtained by “zeroing out” the off-diagonal blocks of $Q - K$ and replacing the top-left block by $I$.

Remark 2.5. From (2.11) we see that $P$ is symmetric. Furthermore, $P$ is positive definite provided that $\lambda_{max}(K_{22}) < 1$. Note that $K_{22}$ is the lower-right block of $EKE$ and so $\|K_{22}\| \leq \|KE\|\|E\| = \|EK\|$. For the elliptic case, $\|EK\| < 1$ is guaranteed (see [13]). Hence the matrix square roots $P^{-1/2}$ are well defined. Instead of computing inverse square roots of $P$, one would instead implement “left preconditioning”:

$$P^{-1}(Q - K) \quad \text{and} \quad P^{-1}(I - 2K)(Q - K).$$

These matrices can then be used inside of a suitable implementation of GMRES or similar Krylov space method that uses $P$ as an inner product.

Remark 2.6. The matrix $A_{2LS2LM}$ is symmetric and indefinite, while the matrix $A_{2L2LM}$ is nonsymmetric. We will see in Section 3 that $A_{2LS2LM}$ and $A_{2L2LM}$ have equivalent condition numbers. Despite this spectral equivalence, we will see in Section 4 that GMRES tends to perform better with $A_{2L2LM}$ than on $A_{2LS2LM}$ – this may be explained by the spectral properties of $A_{2L2LM}$. Therefore, in practice it may be preferable to use the nonsymmetric matrix $A_{2L2LM}$ instead of the indefinite matrix $A_{2LS2LM}$.

Remark 2.7. The “coarse space” is the range of $E$. For the model problem (1.2), the coarse space consists of piecewise constant functions, with one degree of freedom.
per floating subdomain (subdomains are said to be floating when they do not touch the natural boundary). Since nonzero piecewise constant functions are never continuous, the condition $\|EK\| < 1$ is automatically satisfied (cf. Section 2.1). Furthermore, the matrix $P$ can be interpreted as a graph Laplacian for the connectivity graph of the domain decomposition, see [13] for details.

2.3. Connections with the optimized Schwarz method. We now discuss several connections with the optimized Schwarz method. In [13], we discussed the matrix $A_{2LM} = (M - G)(Q - K)$ which is intimately related with the optimized Schwarz method.

The matrices $M$ and $G$ of [13] correspond roughly to the matrices $I - K$ and $K$ of the present paper. We can make that statement sharper, as follows. After a suitable permutation (see [13, (2.2), (2.3), (2.6), (2.7)]), the matrices $M, G, K$ have the same block structures. Comparing the blocks of $G$ and $K$ we find that $\frac{1}{m}G \leq K \leq G$, where $m$ is the maximum degree of the interface vertices and $\cdot \leq \cdot$ denotes the usual symmetric positive definite ordering. Likewise, one finds that the $k$th block $M_k$ of $M$ has the formula $M_k = \frac{m_k}{m}I - K_k$, where $K_k$ is the $k$th block of $K$ and $m_k$ is the degree of the interface vertex corresponding to $M_k$. As a result, $M$ is spectrally equivalent to $I - K$.

Thus, the non-symmetric method in [13] is similar to the non-symmetric method in the present paper in that they are built from “spectrally equivalent components”. This analogy is more pronounced in the two-subdomain case where $G = 2K$ and $M = 2(I - K)$, and then $(I - 2K)(Q - K) = \frac{1}{2}A_{2LM}$. This justifies the definition of $A_{2LM}$ as a preconditioning of $A_{2LM*} := (I - 2K)(Q - K)$; cf. (2.9).

When cross points are indeed present, the matrix $2A_{2LM*}$ can be regarded as a generalization of the optimized Schwarz method to the case where the domain decomposition has cross points. The matrix $A_{2LM}$ is also a generalization of the optimized Schwarz method to the situation where there are cross points, but these two generalizations are not precisely the same (except when there are no cross points).

3. Condition number estimates. In the present section, we estimate the condition numbers $\mathcal{K}(A_{2LS2LM})$ and $\mathcal{K}(A_{2LM})$ and we show that these methods scale weakly.

3.1. The condition number of $A_{2LS2LM} = P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}}$. Recall the following result:

Lemma 3.1 (A special case of [11, Corollary 6.3.4]). Let $X$ and $Y$ be symmetric matrices of the same size. Let $0 < \alpha < \beta < \gamma$ be real numbers. Assume that the spectrum $\sigma(X)$ of $X$ is contained in the interval $[-\alpha, \alpha]$, while $|\sigma(Y)| \subset [\beta, \gamma]$. Then,

$$|\sigma(X + Y)| \subset [\beta - \alpha, \gamma + \alpha]. \quad (3.1)$$

In order to estimate the condition number of $A_{2LS2LM}$, first consider the simplest case of $\mathcal{K}(Q - K)$ when $1 \notin \sigma(Q)$ and hence (cf. Definition 2.1) we have the spectral estimate $\sigma(Q) \subset [\epsilon, 1 - \epsilon]$. Since $K$ is an orthogonal projection, we have that $\sigma(K) = \{0, 1\}$. By setting $X := Q - \frac{1}{2}I$ and $Y := -K + \frac{1}{2}I$ and applying (3.1), we find that $|\sigma(Q - K)| \subset [\epsilon, 1 - \epsilon]$. We say that $X$ and $Y$ are obtained by “shifting” $Q$ by $\frac{1}{2}I$.

In the more delicate case where $1 \in \sigma(Q)$, we get that $1/2 \in \sigma(X)$ and $-1/2 \in \sigma(Y)$, which means that there can be cancelation. It is therefore desirable to shift by “more than $\frac{1}{2}I$” in the $E$ component (corresponding to the eigenvalue 1 of $Q$), in
order to obtain $\sigma(X) \subset (-1/2, 1/2)$. In order to estimate the spectrum of $Y$, one can use the following canonical form for pairs of orthogonal projections.

**Lemma 3.2** (Halmos [9]). Let $E$ and $K$ be orthogonal projections. There is an orthogonal matrix $U$ which simultaneously block diagonalizes $E$ and $K$, into $1 \times 1$ and $2 \times 2$ blocks; corresponding blocks of $E$ and $K$ have the same size. If we denote the $k$th block of the block-diagonalized $E$ by $E_k$, and the $k$th block of the block-diagonalized $K$ by $K_k$, we further have that

$$E_k = \left\{ 0,1, \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \right\} \text{ and } K_k = \left\{ 0,1, \begin{bmatrix} c_k^2 & c_k s_k \\ c_k s_k & s_k^2 \end{bmatrix} \right\},$$

(3.2)

where $c_k = \cos(t_k) \neq 0$ and $s_k = \sin(t_k) \neq 0$ with real $t_k \in (0,\pi/2)$ for each $k$.

The ranges of $E$ and $K$ are hyperspaces, and the angles $\{t_k\}$ are the “principal angles” between these two hyperspaces. We are now ready to prove our first main result.

**Theorem 3.3** (Condition number and weak scaling of $P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}}$). Let $0 < \epsilon < \frac{1}{2}$ and assume that $Q$ and $K$ are as in Definition 2.1 and that $E$ and $P$ are as per Definition 2.3. Then, we have the following spectral estimate:

$$|\sigma(P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}})| \subset \frac{1}{2} \left[ \sqrt{4 + \epsilon^2} - 2 + \epsilon, \sqrt{4 + \epsilon^2} + 2 - \epsilon \right].$$

(3.3)

In particular,

$$K(P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}}) \leq \frac{\sqrt{4 + \epsilon^2} + 2 - \epsilon}{\sqrt{4 + \epsilon^2} - 2 + \epsilon} \frac{4}{\epsilon}.$$  

(3.4)

**Proof.** We compute

$$P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}} = \begin{aligned} (Q - E) & \end{aligned} + F,$$

where we have used (2.8). According to Lemma 3.2, we have that $E, K, F$ all block-diagonalize simultaneously via the orthogonal matrix $U$. We can further calculate the blocks $F_k$ of $F$ as functions of the blocks $E_k$ and $K_k$ of $E$ and $K$, and we obtain

$$F_k = \begin{cases} 0 & \text{ if } E_k = K_k = 0, \\ -1 & \text{ if } E_k = 0 \text{ and } K_k = 1, \\ 1 & \text{ if } E_k = 1 \text{ and } K_k = 0, \\ \begin{bmatrix} 1 & -c_k \\ -c_k & -s_k^2 \end{bmatrix} & \text{ in the } 2 \times 2 \text{ case}; \end{cases}$$

(3.5)

where the case $E_k = K_k = 1$ is excluded by the hypothesis that $\|EK\| < 1$. Let $x > 0, y > 0$ be parameters to be selected. We now rewrite $P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}}$ as

$$P^{-\frac{1}{2}}(Q - K)P^{-\frac{1}{2}} = \begin{aligned} (Q - E) - x(I - E) + yE + F + x(I - E) - yE \end{aligned}.$$  

(3.6)

We choose

$$x = x(\epsilon) = \frac{\sqrt{4 + \epsilon^2} - \epsilon}{4} \quad \text{and} \quad y = y(\epsilon) = \frac{4 - 3\epsilon - \sqrt{4 + \epsilon^2}}{4},$$

(3.7)
We now analyze the spectra of $X$ and $Y$, using $0 < \epsilon < 1/2$. We estimate the spectrum of $X$ as

$$
\sigma(X) \subset \text{hull}\{\epsilon - x, 1 - \epsilon - x, y\} = \left[ \frac{5}{4}\epsilon - \frac{1}{4}\sqrt{4 + \epsilon^2}, 1 - \frac{3}{4}\epsilon - \frac{1}{4}\sqrt{4 + \epsilon^2} \right],
$$

(3.7)

where $\text{hull}(Z) := [\inf Z, \sup Z]$ and we have used that the eigenvalues of $Q$ in the “upper-left block” are all in the interval $[\epsilon, 1 - \epsilon]$, cf. (2.10).

The eigenvalues of $Y$ can be computed from its block diagonalization, which is computed from (3.5) and (3.6). To the $k$th block, there corresponds a set $\sigma(Y_k)$ of either one or two eigenvalues, given by

$$
\sigma(Y_k) = \begin{cases} 
\{x\} & \text{if } E_k = K_k = 0, \\
\{x - 1\} & \text{if } E_k = 0, K_k = 1, \\
\{1 - y\} & \text{if } E_k = 1, K_k = 0, \\
\{\phi_{\pm}(c_k^2)\} & (2 \times 2 \text{ case}),
\end{cases}
$$

(3.9)

where $\phi_{\pm}(z) := \frac{1}{4}(z + x - y \pm \sqrt{z^2 + 2(x + y)z + (x + y - 2)^2})$ and again the case $E_k = K_k = 1$ is excluded by the hypothesis $\|EK\| < 1$. The function $\phi_{+}(z)$ is positive (since $y < x$, cf. Fig. 1, left) and is monotonically increasing since all the coefficients of $z$ are positive. Since $z = c_k^2 = \cos^2 t_k \in [0, 1]$, we find that

$$
\phi_{+}(z) \in [\phi_{+}(0), \phi_{+}(1)] = \left[ \frac{1}{4} \left[ 3\epsilon + \sqrt{4 + \epsilon^2}, \epsilon + 3\sqrt{4 + \epsilon^2} \right] \right) \subset (0, \infty),
$$

(3.10)

cf. (3.7). Now considering $\phi_{-}(z)$, we find that

$$
\frac{\partial \phi_{-}}{\partial z} = \frac{1}{2} \sqrt{(1 + z - \epsilon)^2 + 4\epsilon} (1 + z - \epsilon),
$$

and hence

$$
\frac{\partial \phi_{-}}{\partial z} > 0,
$$

(3.11)

The function $\phi_{-}(z)$ is positive (since $y < x$, cf. Fig. 1, left) and is monotonically decreasing since all the coefficients of $z$ are negative. Since $z = c_k^2 = \cos^2 t_k \in [0, 1]$, we find that

$$
\phi_{-}(z) \in [\phi_{-}(0), \phi_{-}(1)] = \left[ \frac{1}{4} \left[ -3\epsilon + \sqrt{4 + \epsilon^2}, \epsilon - 3\sqrt{4 + \epsilon^2} \right] \right) \subset (0, \infty),
$$

(3.12)

cf. (3.7). Now considering $\phi_{+}(z)$, we find that

$$
\frac{\partial \phi_{+}}{\partial z} = \frac{1}{2} \sqrt{(1 + z - \epsilon)^2 + 4\epsilon} \left(1 + z - \epsilon\right),
$$

and hence

$$
\frac{\partial \phi_{+}}{\partial z} > 0,
$$

(3.13)
and hence $\phi_-(z)$ is monotonically increasing in $z$. Therefore,

$$\phi_-(z) \in [\phi_-(0), \phi_-(1)] = \frac{1}{4} \left[-\epsilon - 4 + \sqrt{4 + \epsilon^2}, \epsilon - \sqrt{4 + \epsilon^2}\right] \subset (-\infty, 0).$$  \hfill (3.11)

Combining (3.7), (3.9), (3.10) and (3.11), we obtain

$$\sigma(Y_k) \subset \left\{ \frac{1}{4} \sqrt{4 + \epsilon^2} - \frac{\epsilon}{4}, \epsilon + \frac{3}{4} \sqrt{4 + \epsilon^2} \right\} \cup \left\{ \frac{3}{4} \epsilon + \frac{1}{4} \sqrt{4 + \epsilon^2}, \frac{1}{4} \epsilon + \frac{3}{4} \sqrt{4 + \epsilon^2} \right\} \cup \frac{1}{4} \left[-\epsilon - 4 + \sqrt{4 + \epsilon^2}, \epsilon - \sqrt{4 + \epsilon^2}\right].$$  \hfill (3.12)

From (3.8), (3.12) and Fig. 1 (right), we find that $\sigma(X) \subset [-\alpha(\epsilon), \alpha(\epsilon)]$ and $|\sigma(Y)| \subset [\beta(\epsilon), \gamma(\epsilon)]$, and (3.3) follows from (3.1).

**Remark 3.4.** The shifts $x, y$ given by (3.7) were found using the following procedure. According to the discussion at the beginning of the present subsection, it is reasonable to want that $X \approx Q - \frac{1}{2} I$ and $Y \approx -K + \frac{1}{2} I$ when $\epsilon$ is small. By inspection of (3.6), we see that this means that $x, y \approx \frac{1}{2}$. We hypothesized that good choices of $x, y$ would occur when some of the eigenvalue estimates of $X$ and $Y$ would coincide or equioscillate. We picked a small $\epsilon$ and some values of $x, y$ slightly smaller than $\frac{1}{2}$, which seemed to indicate that the eigenvalues $1 - \epsilon - x$ and $y$ of $X$ should coincide, and the eigenvalues $x$ and $\phi_-(1)$ of $Y$ should cancel: $x + \phi_-(1) = 0$. Solving these two equations for $x, y$ yields (3.7). Having found these values of $x, y$, we then verified that they indeed produce the estimates (3.3) and (3.4).

**Example 3.5.** Let $Q(q_1), K(\theta)$ and $P(\theta)$ be defined by

$$Q(q_1) = \begin{bmatrix} q_1 & 0 \\ 0 & 1 \end{bmatrix}, \quad K(\theta) = \begin{bmatrix} c^2 & c s \\ c s & s^2 \end{bmatrix}, \quad P(\theta) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},$$  \hfill (3.13)

where $c = \cos \theta$ and $s = \sin \theta$ for some real parameter $\theta$. Note that $\|EK\| = |s|$. Setting $z := c^2$, we find that $\sigma(P^{-\frac{1}{2}}(\theta)(Q(q_1) - K(\theta))P^{-\frac{1}{2}}(\theta)) = \{\psi_{\pm}(q_1, z)\}$ where

$$\psi_{\pm}(q_1, z) = \frac{1}{2} \left( 1 + q_1 - z \pm \sqrt{z^2 - 2(1 + q_1)z + q_1^2 - 2q_1 + 5} \right).$$  \hfill (3.14)

For $q_1 = 1 - \epsilon \in (0, 1)$, letting $z \to 0$ shows that (3.3) is sharp.

The condition number estimate (3.4) depends only on $\epsilon$ and hence, according to our definition, the 2-Level symmetric 2-Lagrange multiplier method is scalable.

**3.2. The condition number of** $A_{2L2LM} = P^{-\frac{1}{2}}(I - 2K)(Q - K)P^{-\frac{1}{2}}$. **Note** that

$$A_{2L2LM} = \sqrt[2]{2} P^{-\frac{1}{2}}(I - 2K)^{\frac{1}{2}} P^{\frac{1}{2}} A_{2LS2LM}$$  \hfill (3.15)

**Lemma 3.6.** Assume that $\|EK\| < 1$ and let $Z = P^{-\frac{1}{2}}(I - 2K)P^{\frac{1}{2}}$. Then,

$$K(Z) \leq \frac{\sqrt{2} + 1}{\sqrt{2} - 1} < 5.83.$$  \hfill (3.16)
Proof. We block diagonalize $Z$ using Lemma 3.2 and (2.8). The blocks $Z_k$ of $Z$ are as follows:

$$Z_k = \begin{cases} 
1 & \text{if } E_k = K_k = 0, \\
-1 & \text{if } E_k = 0 \text{ and } K_k = 1, \\
1 & \text{if } E_k = 1 \text{ and } K_k = 0, \\
1 - 2c_k^2 & \text{if } E_k = 0 \text{ and } K_k = 1, \\
-2c_k & \text{if } E_k = 1 \text{ and } K_k = 0, \\
-2s_k c_k & \text{in the } 2 \times 2 \text{ case}; \\
-2s_k^2 & \text{if } E_k = 0 \text{ and } K_k = 1, \\
1 - 2s_k^2 c_k & \text{if } E_k = 1 \text{ and } K_k = 0.
\end{cases}$$

(3.17)

where the case $E_k = K_k = 1$ is excluded by the hypothesis that $\| EK \| < 1$. Replacing $s_k^2 = 1 - c_k^2$, we compute the singular values $\Sigma(Z_k)$ of $Z_k$ to obtain

$$\Sigma(Z_k) \subset \left\{ 1, \sqrt{1 + 2c_k^6 + 2c_k^3 \sqrt{1 + c_k^6}} \right\}.$$

(3.18)

Optimizing $c_k \in [0, 1]$ in (3.18) for the largest possible condition number (which occurs at $c_k = 1$) gives (3.16).

We now prove our second main result.

Theorem 3.7 (Condition number of $A_{2L2LM} = P^{-\frac{1}{2}}(I - 2K)(Q - K)P^{-\frac{1}{2}}$). Let $0 < \epsilon < \frac{1}{2}$ and assume that $Q$ and $K$ are as in Definition 2.1 and that $E$ and $P$ are as per Definition 2.3. Then, we have the following condition number estimate:

$$K(A_{2L2LM}) < \frac{23.32}{\epsilon}.$$  

(3.19)

Proof. We use the submultiplicativity of condition numbers on (3.15) combined with the estimates (3.4) and (3.16).

According to our definition, $A_{2L2LM}$ scales weakly.

3.3. Motivation for the nonsymmetric system. In Section 2.3, we discussed the relationship between $A_{2L2LM}$ and the optimized Schwarz method which is one motivation for the study of $A_{2L2LM}$. In the present section, we discuss another reason to prefer $A_{2L2LM}$ over $A_{2LS2LM}$ related to the spectral properties of these matrices.

The matrix $A_{2LS2LM}$ is symmetric but typically indefinite (when $K$ is a nontrivial projection) despite the fact that the initial problem (1.2) was symmetric and positive definite. Because $A_{2LS2LM}$ is indefinite, it cannot be used with CG [10] but a method such as GMRES or MINRES (which also has a two-term recurrence) can be used. The performance of CG depends on the square root of the condition number, whereas the performance of MINRES depends on the condition number (without a square root). For instance, in the elliptic case, the matrix $A_{2LS2LM}$ has the condition number $O(\sqrt{H/h})$ (using (3.4), provided (2.1) holds), using GMRES or MINRES on $A_{2LS2LM}$ may have a performance comparable to using CG on, e.g., additive Schwarz with minimal overlap, which has a condition number of $O(H/h)$ [19, Theorem 3.13].

Note that in exact arithmetic, GMRES and MINRES applied to a symmetric indefinite matrix such as $A_{2LS2LM}$ produce the same iterates. In machine arithmetic, MINRES suffers from a “loss of orthogonality” [16, p. 195] which means that its performance is usually worse than that of GMRES. We have briefly discussed MINRES because it is the go-to solver for symmetric indefinite systems, but in order to avoid these numerical complications, we focus on GMRES for the remainder of the present article.
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The matrix $A_{2L2LM}$ is nonsymmetric\(^1\). We have no analysis linking the condition number $K(A_{2L2LM})$ to the performance of GMRES but our numerical experiments suggest that GMRES applied to $A_{2L2LM}$ is much more efficient than GMRES applied to $A_{2LS2LM}$. Note that the transformation from $A_{2LS2LM}$ to $A_{2L2LM}$ by left-multiplying by the reflection matrix $I - 2K$ is very similar to the positive definite reformulation of saddle point problems, which is experimentally known to be better for iterative solvers, even though there is no analysis \([2]\). Our experiments suggest the performance of GMRES may depend on $\sqrt{K(A_{2L2LM})} = O((H/h)^{1/4})$, a significant improvement over $O(\sqrt{H/h})$. In Fig. 2, we have plotted the spectrum and pseudospectrum of $A_{2L2LM}$, computed numerically from an example for the problem (1.2) on the unit square with $h = 1/32$ and $H = 1/4$. In principle, the performance of GMRES can be analyzed by bounding the set of eigenvalues and using potential theory, see \([3]\). In this context, our eigenvalue set consists of complex eigenvalues of mild moduli (those will not significantly impact convergence), and real or nearly-real eigenvalues that approach zero. Hence, the convergence behavior suggested by Fig. 2 is expected to be comparable to the case where the eigenvalues are in some interval $[\delta, 1.5]$, plus a few iterations to take care of the mild complex eigenvalues. We confirm this good behavior with numerical experiments in Section 5.3.

4. Massively parallel implementation. We present the parallel implementation of the 2LS2LM and 2L2LM methods with cross points and with the coarse grid preconditioner (2.8) described by systems,

$$ P^{-1}(Q - K)\lambda = -P^{-1}Qg, \quad (4.1) $$

\(^1\)Unless $Q$ and $K$ commute. This is unlikely to happen for a “random” matrix $Q$ but can exceptionally happen, e.g., if there are two subdomains and $Q_1 = Q_2$. 

\[ P^{-1}(I - 2K)(Q - K)\lambda = -P^{-1}(I - 2K)Qg, \quad (4.2) \]

respectively. We implemented these methods in C using the PETSc [1] library. Our code works for general domains \( \Omega \) and subdomains \( \Omega_i \) of arbitrary shapes.

Our objective was to create a 2-Lagrange multiplier “black-box solver” that takes as an input a parallel distributed matrix which holds the “splitting” (2.6). Then the solver functions algebraically on the given input information, in order to solve numerically problem (1.2), using either the 2LS2LM or the 2L2LM methods. The PETSc type \texttt{MATIS} is used as an input for our solver since it can efficiently encode and store (2.6).

Moreover we have implemented our own parallel mesh generation and partitioning algorithm, that has been used along with the Triangle 2D Mesh Generator and Delaunay Triangulator [18] and gives as an output (2.6).

4.1. Mesh Generation and assembly of local Neumann problems. We start from a seed mesh \( \mathcal{T}_0 \) that describes the general geometry of our problem. Then by further refinement of \( \mathcal{T}_0 \) a new coarse mesh \( \mathcal{T}_H \) is created. Each triangle of \( \mathcal{T}_H \) becomes a subdomain and is assigned to a unique processor. The user provides the number \( m \) of vertices to be generated on each edge of the coarse mesh \( \mathcal{T}_H \) and the mesh is refined accordingly, in order to create the desired refined mesh \( \mathcal{T}_h \). The fine mesh can be in general very large so is created on a per subdomain basis.

Since \( \mathcal{T}_H \) is not globally assembled, only the local numbering of the nodes is known to each processor. In order for each processor to acquire the global numbering of its nodes, without any communication cost, we designed the following algorithm.

For each subdomain \( \Omega_i \) of the fine mesh we can compute the number of vertices that belong to it. Each vertex of the fine mesh \( \nu_i \) is labeled with an integer \( i = 1, \ldots, n \). Each processor has a corresponding subdomain \( \Omega_i \) with neighbours \( \Omega_j \). For the subdomain \( \Omega_i \) and its neighbours \( \Omega_j \) such that \( j < i \) the fine mesh is created, cf. Fig. 3. The information in Fig. 3 is sufficient to compute the global labels \( \ell_i \) of the vertices \( \nu_i \in \Omega_i \), without assembling the global fine mesh and without any \texttt{MPI} communication.

Next, we assign each of the fine vertices to a single owner subdomain in the following way. Vertices that lay in the interior of a subdomain \( \Omega_i \) are assigned to subdomain \( \Omega_i \). Vertices along an edge \( \partial \Omega_i \cap \partial \Omega_j \) but not at a cross point are assigned to the subdomain \( \Omega_{\min(i,j)} \). Vertices at a cross point \( v^* \in \partial \Omega_i \cap \partial \Omega_j \cap \ldots \cap \partial \Omega_k \) are assigned to the subdomain \( \Omega_{\min(i,j,\ldots,k)} \).

Each subdomain \( \Omega_i \) consists of vertices \( v_i \in \overline{\Omega_i} \), some of which have been assigned to subdomain \( \Omega_j \) while others to the neighbouring subdomains with smaller numbering. This way, the precise ownership of each \( v_i \in \overline{\Omega_i} \) can be computed locally without the need of assembling the global fine mesh.

Once the global labels of the vertices of the fine mesh are computed, a “local to global mapping” which specifies the binary restriction matrices \( R_i \) is defined. Because \( R_i \) restricts to \( \Omega_i \), only the labels of the vertices in \( \overline{\Omega_i} \) are required and hence no communication is needed in order to assemble \( R_i \).

Likewise, the Neumann matrices \( A_{N_i} \) are computed and assembled as \texttt{seqaij} matrices without communication. The resulting objects \( \{R_i, A_{N_i}\} \) form the PETSc distributed matrix of type \texttt{MATIS}. 

4.2. The 2LS2LM and 2L2LM “black-box” solver. The solver takes as an input a matrix of type MATIS that contains the information about the local Neumann problems $A_{N_i}$ and the restriction matrices $R_i$. The matrices $K, Q$ and $P$ in (4.1) and (4.2) are implemented. Matrix $K$ is assembled as a parallel mpiaij matrix, in a compressed row storage matrix format. Since $P, Q$ are dense matrices, they are not assembled explicitly but instead are implemented as PETSc “matrix-free” matrices by defining the matrix vector products $P\lambda$ and $Q\lambda$ respectively.

The matrix $K$ is assembled as parallel sparse matrix and is defined from the following product of matrices,

$$K = WR_{\Gamma}R_{\Gamma}^T,$$

where $W = \text{diag}(R_{\Gamma}R_{\Gamma}^T1)^{-1}$ and $1$ corresponds to a vector of ones.

The matrix $Q$ is implemented in a “matrix-free” form. Since $Q$ is a block diagonal matrix of submatrices $Q_k$, it is implemented as the matrix vector product $\lambda_k \mapsto Q_k \lambda_k$. This product can be computed by solving the local sparse Robin problem,

$$\begin{bmatrix} A_{IIk} & A_{I\Gamma k} \\ A_{\GammaIk} & A_{\Gamma\Gamma k} + aI \end{bmatrix} \begin{bmatrix} u_{Ik} \\ u_{\Gamma k} \end{bmatrix} = \begin{bmatrix} 0 \\ \lambda_k \end{bmatrix},$$

for each $\lambda_k$ of the mutli-valued trace vector $\lambda$.

Remark 4.1. The solution $\lambda$ of either (4.1) or (4.2) is a many-sided trace with one function value per artificial interface point per subdomain. The vector $\lambda$ is a PETSc parallel vector object, the rows of which are distributed in a way such that the indices of the same domain are assigned to a single processor.

The coarse grid preconditioner $P$ defined in (2.8), can be assembled in a “black-box” manner. Let $1_{n_k}$ denote the $n_k$th dimensional column vector of ones, where $n_k$ is the size of $A_{Nk}$, see (2.5). Since $1_{n_k}$ spans $\ker A_{Nk}$, we can detect the floating subdomains by checking if the product $A_{Nk}1_{n_k} = 0$, with some tolerance.

Then we are able to produce the basis of the coarse space as

$$J := \text{blkdiag}(\frac{1}{\sqrt{n_{\Gamma 1}}}1_{n_{\Gamma 1}}, \ldots, \frac{1}{\sqrt{n_{\Gamma p}}}1_{n_{\Gamma p}}),$$
where $n_{T_k}$ is the number of vertices on the artificial interface $\partial \Omega_k \cap \Gamma$. This orthonormal basis for the range of $E$ gives the formula $E = JJ^T$, allowing us to implement $P^{-1}$ in a matrix-free way. We now use the block notation (2.11). Note that in this basis, $J = \begin{bmatrix} O \\ I \end{bmatrix}$. We find that:

$$P^{-1} = \begin{bmatrix} I & O \\ O & (I - K_{22})^{-1} \end{bmatrix} = \begin{bmatrix} I - E & O \\ O & (I - J^T K J)^{-1} \end{bmatrix} = \begin{bmatrix} I-O & O \\ O & (I - J^T K J)^{-1} \end{bmatrix}.$$  

Thus,

$$P^{-1} = I - J J^T + J(I - J^T K J)^{-1} J^T.$$  

(4.5)

The matrix $J$ and $J^T$ and the $p \times p$ coarse problem $L = I - J^T K J$ are assembled explicitly. Given $\lambda$, we compute the $p$-dimensional vector $\lambda_c = J^T \lambda$ and we gather its entries on a single processor as a sequential vector. Then, we solve the coarse problem $Lu_c = \lambda$ using $LU$ decomposition. The sequential vector $u_c$ is scattered to all processors and finally we get the desired output from,

$$P^{-1} \lambda = \lambda - J \lambda_c + J u_c.$$  

We also define the matrices for $(Q - K)$ and $(I - 2K)(Q - K)$ in a “matrix-free” form with the corresponding matrix-vector product operations, $\lambda \mapsto (Q - K)\lambda$ and $\lambda \mapsto (I - 2K)(Q - K)\lambda$.

In order to solve the systems (4.1), (4.2) we use the parallel Generalised Minimal Residual Krylov subspace method KSPGMRES provided by the PETSc library with the preconditioner $P$ given by (4.5).

Finally, once the solution $\lambda$ of either (4.1) or (4.2) is obtained, the solution of the global problem $Au = f$ is recovered locally by solving (2.4). This is due to the fact that the final step of solving (2.4) requires only the local part $\lambda_k$ of the parallel vector $\lambda$.

5. Numerical experiments. We have four sets of numerical experiments. In the first set (the “algebraic case”), we generate random matrices $Q$ and $K$ to validate (3.4). In the second set of experiments (the “elliptic case”), we use the model problem (1.2) with various values of $h$ and $H$ to validate the estimates (2.1), (3.4), (3.19). In the third set of experiments, we measure the performance of GMRES and GMRES(10) on $A_{2LS2LM}$ and $A_{2L2LM}$. Finally, in the fourth set, in order to check the scalability of our massively parallel implementation described in section 4, we present some large scale experiments performed on HECToR (High End Computing Terascale Resources) supercomputer.

5.1. Algebraic case. Our first series of numerical experiments (Fig. 4) consists of generating random matrices $Q$ and $K$ and verifying the estimate (3.4). For each plot, we generate 1000 random matrices $Q$ and $K$. For each matrix $Q$, we fix the ambient dimension $n$, the parameter $\epsilon > 0$ and the number $k$ of eigenvalues of $Q$ that are less than 1. We then set the smallest eigenvalue to $\epsilon$, the largest eigenvalue smaller than 1 to $1 - \epsilon$, and the remaining $k - 2$ eigenvalues are picked randomly and uniformly in the interval $[\epsilon, 1 - \epsilon]$. The matrix $Q$ is then taken to be the corresponding diagonal matrix.
We also generate $K$ randomly as follows. First, we fix the dimension $m$ of the range of $K$. Then we generate a matrix $V$ of dimension $n \times m$ whose columns are orthonormal, and we set $K = VV^T$. The matrix $V$ is generated randomly with the MATLAB command `orth(rand(n,m)-0.5)`.

Each such experiment produces a condition number for $P^{-\frac{1}{2}}A_{2LS2LM}P^{-\frac{1}{2}}$, which is plotted as a dot against the value of $\epsilon$ in Fig. 4. Although the resulting probability distribution of points does depend on the parameters $(k,m,n)$, we find that the estimate (3.4) (plotted as a solid line in Fig. 4) holds and seems to be sharp.
Table 2

<table>
<thead>
<tr>
<th>h</th>
<th>0.1250</th>
<th>0.0625</th>
<th>0.0313</th>
<th>0.0156</th>
<th>0.0078</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H = 0.2500$</td>
<td>6.1508</td>
<td>8.4162</td>
<td>11.6954</td>
<td>16.3073</td>
<td>22.9120</td>
</tr>
<tr>
<td>$H = 0.1250$</td>
<td>7.3623</td>
<td>9.9804</td>
<td>13.8537</td>
<td>19.3739</td>
<td></td>
</tr>
<tr>
<td>$H = 0.0625$</td>
<td>7.6480</td>
<td>10.3564</td>
<td>14.3824</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2. Elliptic case. Our second set of experiments is on the model problem (1.2). We have discretized the unit square with a regular grid of parameter $h$. We have partitioned this square into square subdomains of side $H$, with up to 256 subdomains. We then assembled the matrices $A_{2LS2LM}$ and $A_{2L2LM}$ and computed the condition numbers using MATLAB’s cond. The results are summarized in Tables 1 (symmetric case) and 2 (nonsymmetric case).

The estimate (2.1) implies that the condition numbers along the diagonals of Tables 1 and 2 should be bounded, which appears to be the case (this is “weak scaling”). Furthermore, the estimate (2.1) implies that moving one column to the right ought to increase the condition number by a factor of $\sqrt{2} \approx 1.4$, which is also approximately verified. Indeed, the relative increases for the last column of Table 1 compared to the penultimate column are 1.38, 1.36, 1.34. The corresponding ratios in Table 2 are 1.41, 1.40, 1.39.

We highlight the fact that this set of numerical experiments include many cross points and a large number of floating subdomains. Our new 2-Level method is able to deal with these challenging situations without difficulty and with good scaling properties.

We also note that our estimate (3.19) of the condition number of $A_{2L2LM}$ is $5.83 \times$ worse than the estimate (3.4), but this is not borne out in our numerical experiments. Indeed, the matrix $A_{2L2LM}$ appears to be better conditioned than the matrix $A_{2LS2LM}$. Our estimate of the condition number of $A_{2L2LM}$ was obtained using the “rough” idea of the submultiplicativity of condition numbers, which is apparently very conservative in the present situation.

5.3. Performance with GMRES and GMRES(10). Our third set of experiments (cf. Fig. 5) consists of using the GMRES and restarted GMRES(10) iterations on the matrices of Section 5.2, and where the initial residual is a column vector of ones. We now briefly discuss these results, starting with GMRES. Since $A_{2LS2LM}$ is symmetric, we can use standard theory to estimate the convergence of GMRES (which in this case is equivalent to MINRES). A worst-case bound is [12, p. 291]

$$\frac{\|r_k\|_2}{\|r_0\|_2} = O \left( \left( \frac{K - 1}{K + 1} \right)^{k/2} \right).$$

This is quite a slow convergence and this estimate is known not to be sharp when the spectrum exhibits some asymmetry about the origin. Indeed, we see that, when $h$ is

We found that cond($X$) gives much less accurate results when $X$ is a sparse matrix. This is because cond then uses the approximate condition number estimate condest($X$). In order to obtain more accurate results, we stored $A_{2LS2LM}$ and $A_{2L2LM}$ as dense matrices.
Fig. 5. Convergence of the relative residual norm in the GMRES (top) and GMRES(10) (bottom) iterations (to a relative tolerance of $10^{-6}$) with grid parameters $h = \frac{1}{4}H = \frac{1}{16}$ (circles), $h = \frac{1}{8}H = \frac{1}{32}$ (stars) and $h = \frac{1}{16}H = \frac{1}{64}$ (triangles). The solid lines correspond to $A_{2LS2LM}$, while the dashed lines correspond to $A_{2L2LM}$. In the top figure, the dotted line is (5.2) and the dot-dashed line is (5.3).
large, \( \text{GMRES} \) on \( A_{2LS2LM} \) performs even better than

\[
\frac{\|r_k\|_2}{\|r_0\|_2} = O \left( \left( \frac{\mathcal{K} - 1}{\mathcal{K} + 1} \right)^k \right),
\]

(5.2)

where \( k = 0, 1, \ldots \) is the iteration count, \( r_k \) is the corresponding residual and the condition number \( \mathcal{K} = 12.8 \) from Table 1 was used. As can be observed in Fig. 5, the linear estimate (5.2) is very pessimistic when \( h \) is large. As a result, the scalability of the algorithm is only apparent when \( h \) is very small.

As mentioned in Section 3.3, the matrix \( A_{2L2LM} \) has much better spectral properties. The present experiments suggest that the correct linear estimate for the convergence of \( \text{GMRES} \) applied to \( A_{2L2LM} \) is

\[
O \left( \left( \frac{\sqrt{\mathcal{K} - 1}}{\sqrt{\mathcal{K} + 1}} \right)^k \right).
\]

(5.3)

(The value \( \mathcal{K} = 10.4 \) from Table 2 was used.) This may be related to the fact that the spectrum of \( A_{2L2LM} \) is essentially a positive interval plus some complex eigenvalues of mild moduli; cf. Fig. 2.

We now turn to the \( \text{GMRES}(10) \) experiments (Fig. 5, bottom). The restarted \( \text{GMRES} \) algorithm can be used when the storage requirements of the full \( \text{GMRES} \) algorithm are too high. We have used the \( \text{GMRES}(10) \) algorithm, which restarts every tenth iteration. Although the performance of \( A_{2LS2LM} \) appears scalable, the iteration counts are now much higher. By contrast, the matrix \( A_{2L2LM} \) is scalable in all cases and the iteration counts are nearly the same as in the full \( \text{GMRES} \) algorithm (less than 20 in all cases).

5.4. Large scale experiments on HECToR supercomputer. In this subsection we present some results, of the iteration counts and the walltime, that correspond to the massively parallel implementation of \( A_{2L2LM} \) and \( A_{2LS2LM} \) described in section 4. We solve the problem (1.2) with the constant function \( f = 1 \) as a right hand side, where \( \Omega \) is the wrench-shaped domain in Fig. 6. In this set of experiments in order to solve systems involving \( A_{2L2LM} \) or \( A_{2LS2LM} \) with the coarse grid preconditioner (2.8), we have used the generalized minimal residual method \( \text{KSPGMRES} \), with \( 1e^{-7} \) relative tolerance and \( 1e^{-6} \) absolute tolerance, respectively.

The number of grid points in the domains varies from \( 10^5 \) to \( 10^8 \) grid points. Moreover, the domains are partitioned from 51 to 3264 subdomains. The experiments were performed on HECToR supercomputer where one subdomain is assigned to each processor. The results in terms of iteration counts and the walltime are presented in Tables 3,4,5,6. The full code for our \( A_{2L2LM} \) or \( A_{2LS2LM} \) solver implementation can be found online at, https://bitbucket.org/modios/matis_2lm.

We see that the nonsymmetric method \( 2L2LM \) produces very moderate iteration counts (103 iterations in the very worst case) while the symmetric method \( 2LS2LM \) produces many more iterations. In principle this suggests one should use the nonsymmetric method to obtain better performance. However, the higher number of iterations is not always reflected in the wall clock time. This is partially because the HECToR supercomputer requires a significant amount of time to distribute our tasks to all the nodes in the cluster (for smaller problems, this is essentially all of our running time). However, for the largest problems, we gain one order of magnitude in the wall clock time, simply by using the nonsymmetric method.
The scaling properties are also better in the nonsymmetric method. For the symmetric method, going from $7 \cdot 10^6$ to $2 \cdot 10^7$ grid points increases the iteration counts by factors of $1898/947 \approx 2.004$ and $1108/617 \approx 1.796$. By comparison, the nonsymmetric method with the same number of processors only increases the iteration counts by factors of $1.209$ and $1.396$ respectively, so we have much better scaling properties from the 2L2LM method than the 2LS2LM method.

The communication overheads for PETSc on HECToR were significant and we can see in some cases that problems of a certain size require a longer wall clock time when processors are added. Although we made some effort to optimize this, we concluded that significant engineering efforts would be required to extract the most performance from this hardware.

5.5. Discussion. In view of the numerical experiments of Section 5.3, we recommend the use of $A_{2L2LM}$ over $A_{2LS2LM}$, in combination with GMRES or restarted GMRES. The matrix $A_{2L2LM}$ requires many fewer GMRES iterations than the matrix $A_{2LS2LM}$ to converge, possibly because of the spectral properties of $A_{2L2LM}$ and $A_{2LS2LM}$. Furthermore, the matrix $A_{2L2LM}$ is more robustly scalable. A restarted version of GMRES also works well with $A_{2L2LM}$, and less well with $A_{2LS2LM}$.

6. Conclusions. We have introduced new 2-Level 2-Lagrange multiplier methods featuring a coarse grid correction. We have estimated the condition numbers of our new methods and shown that our new methods scale weakly, which is an important factor when choosing a domain decomposition method for parallel computing. We have shown that our condition number estimates are sharp. Our algebraic estimates apply to the elliptic case for general domains and subdomains with general elliptic PDEs, as described in Section 2.1; see also [13] and references therein. Cross points pose no special difficulty. The theory has been confirmed by numerical experiments. In combination with GMRES (with or without restart), the non-symmetric method is superior. Numerical experiments suggest that the performance of the nonsymmetric algorithm combined with GMRES depends on $(H/h)^{1/4}$.
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Table 3
Iteration counts for 2LS2LM.

<table>
<thead>
<tr>
<th># Procs.</th>
<th>$10^5$</th>
<th>$4 \cdot 10^5$</th>
<th>$10^6$</th>
<th>$7 \cdot 10^6$</th>
<th>$2 \cdot 10^7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>489</td>
<td>859</td>
<td>1369</td>
<td>1438</td>
<td>-</td>
</tr>
<tr>
<td>204</td>
<td>445</td>
<td>597</td>
<td>888</td>
<td>1363</td>
<td>-</td>
</tr>
<tr>
<td>816</td>
<td>316</td>
<td>510</td>
<td>616</td>
<td>947</td>
<td>1898</td>
</tr>
<tr>
<td>3264</td>
<td>-</td>
<td>-</td>
<td>617</td>
<td>1108</td>
<td></td>
</tr>
</tbody>
</table>

Table 4
Walltime for 2LS2LM.

<table>
<thead>
<tr>
<th># Procs.</th>
<th>$10^5$</th>
<th>$4 \cdot 10^5$</th>
<th>$10^6$</th>
<th>$7 \cdot 10^6$</th>
<th>$2 \cdot 10^7$</th>
<th>$10^8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>27s</td>
<td>30s</td>
<td>54s</td>
<td>167s</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>204</td>
<td>27s</td>
<td>28s</td>
<td>35s</td>
<td>62s</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>816</td>
<td>43s</td>
<td>53s</td>
<td>61s</td>
<td>83s</td>
<td>172s</td>
<td>-</td>
</tr>
<tr>
<td>3264</td>
<td>-</td>
<td>-</td>
<td>610s</td>
<td>1055s</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5
Iteration counts for 2L2LM.

<table>
<thead>
<tr>
<th># Procs.</th>
<th>$10^5$</th>
<th>$4 \cdot 10^5$</th>
<th>$10^6$</th>
<th>$7 \cdot 10^6$</th>
<th>$2 \cdot 10^7$</th>
<th>$10^8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>43</td>
<td>50</td>
<td>58</td>
<td>72</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>204</td>
<td>44</td>
<td>51</td>
<td>64</td>
<td>77</td>
<td>92</td>
<td>-</td>
</tr>
<tr>
<td>816</td>
<td>41</td>
<td>48</td>
<td>55</td>
<td>67</td>
<td>81</td>
<td>103</td>
</tr>
<tr>
<td>3264</td>
<td>-</td>
<td>-</td>
<td>48</td>
<td>67</td>
<td>83</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6
Walltime for 2L2LM.

<table>
<thead>
<tr>
<th># Procs.</th>
<th>$10^5$</th>
<th>$4 \cdot 10^5$</th>
<th>$10^6$</th>
<th>$7 \cdot 10^6$</th>
<th>$2 \cdot 10^7$</th>
<th>$10^8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>25s</td>
<td>26s</td>
<td>30s</td>
<td>48s</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>204</td>
<td>26s</td>
<td>27s</td>
<td>27s</td>
<td>29s</td>
<td>51s</td>
<td>-</td>
</tr>
<tr>
<td>816</td>
<td>28s</td>
<td>28s</td>
<td>29s</td>
<td>31s</td>
<td>36s</td>
<td>68s</td>
</tr>
<tr>
<td>3264</td>
<td>-</td>
<td>-</td>
<td>90s</td>
<td>118s</td>
<td>135s</td>
<td>-</td>
</tr>
</tbody>
</table>


