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A

A prior probability JGI6HER

A posteriori probability J& 3%
Absolute deviation AN 7
Absolute convergence £ U &4

Absolute moment EACPapi]
Absolutely integrable A AT A

Absorbing state W ICIRZS
Absorption probability P SCHES
Absorption time W ik (]

Acute angle i

Addition ¥z

Addition theorem V2 & £

Additive ANk

Age policy PR S A SRR
AIC information criterion AIC 15 & ¥ 5)
Algebra %

Allocation models 73 HCA=
Almost surely JL-T- %54
Alternative hypothesis
Ampersand &FIFF5 Fric

e 47

Amplitude characteristic ~ HRIE4 R
Analysis of life data At B A o3 A
Annulus #JE

ANOVA JiZ 3 H

Aperiodic IR

Aperiodic recurrent class JF i #HiR A2
Approximation by diffusion ¥ #IT el
Arbitrage EH| (£ 5)

Arc R

Arc-sine law 1F 5%/

Area [

Arithmetical density B A% &

Arrival process  FliXITFE

Association FCHE

Asterisk 5% ()

Asymmetry AXJHR

Asymptotically deterministic 473 & 1
Asymptotically equal #rifAHSE, ITAIAHSE
Asymptotically normal estimate ¥#73F IEZ5 4
i

Asymptotically optimal empirical Bayes
estimation #7256 DU fiti it

Asymptotic variance ¥t 7 %=
Attainable boundary  TJiAiUF
Attracting boundary W 5[0 5
Auto-correlation function  H % BR %L
Auto regressive integrated moving average
model [ A1 £ i 51 S AR AL
Average P44

axioms of probability MEZ AHE

B

Backslash #HE \

Backward induction [ 5 A 4H7%

Banach’s match problem =275 -k 48 ] &
Base %44

Bayes discrimination  D1IH-H7 1 51

Bayes estimate UL Hifii it

Bayes formula DI A 5K

Bayes interval estimation  JLF 37 [X &) i 11
Bayes’ theorem D1 H 5@

Bernoulli’s formula %5 F] A =
Bernoullian random variable %% F|BaEHLAZ

=

!

Bertrand’s paradox DUFERF 18

Bernoulli trials {55 F £ e

Bertrand paradox U1 FI|-3 7k e £

Bessel function  VURFEHE 1S

Beta distribution B 74

Bimodal XU

Binomial coefficient Tz &%}

Binomial distribution I Afi

Birth and death process A Kid ##

Bisection 43k

Bivariate A4S &[]

Bivariate normal distribution 7T IEZ&4 A
BSOABLE ) A~ =X
Black-Litterman model Black-Litterman 157
Boole’s inequality Afi /R AEER
Borel-Cantelli lemma {875 /K- FEHFF] 5] 2
Borel field 3 3€ /R4,

Borel’s normal number theorem % 3 /K 1E K
I

Borel’s space 18 F /R 2= [H]

Black-Scholes formula
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Bootstrap H Bk
Boundary 5%
Brace K#5%5 {}
branching process 7 3 ITFE
A BAME

Brownian motion A7 BliZ 3}

HHE S 1A s

Brown bridge

Brown motion with drift
3l

Buffon’s needle problem ¥ #5441 ] /8
Bulk service Rt %%

C

canonical correlation  BLIUJFH 5%

canonical correlation variables I FH A%
5

canonical correlation coefficient Hi | AHC &
¥

CAPM B EM 2430

Capital asset pricing model %A %77 @ MR
it

P E

Categorial variable 738748 5

Catercorner X 2k 1

Cauchy criterion for mean-square convergence
P15 WL AR G v I

Cauchy distribution ] i 734

Cauchy functional equation fu] 5 14 o £5 5 72
Cauchy—Schwarz inequality 1 PG AN S5 2K
Causation [FIH KR

Central limit theorem Ao HZ R 2

H bt R
Chapman-Kolmogorov equations %% & -f1

IRGLEFSREE

Capital allocation

Centralized process

Characteristic exponent HF{EFE%L
Characteristic extreme FF{EARAE
Characteristic function F1IE pR%L
Chebyshev’s inequality I RAER
Chi-square distribution K J5 73

Circle [HJE

Claim frequency  RIEHIH

Claim severity RIGHNE

Class of states R
Class property )&

Class variable 25|45 &

Classical probability i L2

Closure M1

Cochran theorem ] == 72 1

— BN &
AR (PRI b — A

Coherent risk measure
Collective model
)
Communicating class of states BXIHIRAF
Comonotonic  [A]1f

Complement #ME

Complementation K4

o8 i

Complete convergence =8k

Complete market 552113
G E
Compound Poisson process
Compounding effect & M
Concordance PR (— MK I R)
Conditional density &% &
Conditional distribution 254345
Conditional expectation 254 HH%E
Conditional probability 2k FHE %
SAFEH

Complete compactness

Complete statistics
HIHR LR

Connection matrix
Confidence B {5 %
Confidence interval
Cone [FIHEMAR, #HEfk

Cone criterion EH) 517
BIEXIA
Consistent estimate  AH 2 At 11
Consistent condition #0784 261
Contingency table Bk
Continuous compounding %5 F|
Continuous process %221 &

BAF X 1H]

Confidence level

Continuous martingale

Continuous stochastic dynamical system % %:
BENLEN ) R 58

Convergence of distributions 73/ 1 %
Convergent almost everywhere J1°F-Ab4tbiE
4k

Convergent in distribution & 73478k
Convergent in moment of order n & n [/ #51%
£

Convex "

Convolution
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Co-ordinate A4Fx

Coordinate axis A& 54

Coordinate system 445 &

Copula function ZEHZ PR %L

Correlation <

Correlation coefficient #H7¢ &%k
Correlation matrix #H5¢ R EUHE
Cosine wave process 42 5% % ILFE
Countable additivity 7] 1|7 ik
Countable set FJ#(4E, %14
Counting process TT#T 2

Covariance 1 /7 %

Covariance function /7 7 PR
Covariance matrix 1/} J7 Z %
Cramer-Levy theorem g 47 BR-%1| 4 ¢ B
Cramer-Rao theorem 5.7 BR-57 & #E
Credibility — "J{5/¥

Credibility interval 7] {5 [X [f]

Credibility of testimony 7] {54

Critical G-W process i 7t G-W i 72
Critical region ¥H 4

Critical quotient I 57

Cross correlation function F_AH 2 pRA%L
Cross covariance function .1} 77 7 BR 4L
Cross spectral density %% &

Cross spectral function\crossing characteristic
FHH 1 2R /IR

Cube 351k

Cumulant R &

Cylinder [, A&

D

Decimal /N

Decomposition formula 7 A =
Degenerate distribution 1B{t 734

Degree of freedom H Hi

De Moivre-Laplace central limit theorem £
E R OALE R T RRWY 4 i SEs

Denkin condition/formula XS5 2&14/ 4 3
Density % &

Density function % J& &£

Deviation i %

Denumerable process 7] 51 i F&

Deterministic Markov policy #ffi i€ 4 5 /R F} K
SR

Deterministic stationary policy fifi & V£ FFa 5%
S

Diagonal line XJ £k

Diameter EL{%

Difference 7

Difference equations 74} 5 72

Diffusion process ¥ HUL 2

Directly Riemann integrable FEL#%% 2 n]#
Direct sum ER

Dirihlet distribution  Jk 3773 3 43 #i
Discount rate N5 3
Discounted factor Hrn

Discrete B HLIT

Discrete convolution B HUER A =
Discrete type of life distribution &5 #(H 75y
Paxi]

Discrete uniform distribution B #3451 404
F5 53 b
Discriminant of the model R ]

Disjoint (B MEE) AHAZH)

Discriminant analysis

Disjoint algorithm AR
Dispersion R
Dissimilarity HH
Dissipative ke

Distribution function 43-4ii BRI
distance discrimination rule  FH 55 5175

distribution function 53 A BR AL
distribution of exponential type  $& % 445
dividend AN

Dividend #Fr%L

Division [#i%

domain of attraction 5137

dominated convergence theorem 1% il I\ 4 &
H

Doob martingale process  f FiT 2
Doob-Meyer decomposition #t Lb-HFH 53 i
FEEGAZ I E B
Double quotation mark X{ 5|5

Doubly stochastic matrix X i /L5 FF
Dynamic replication /j# & il

Doob stopping theorem



Collections of Technical Translations
General Mathematics Index

E

Efficient frontier A%, A RULT
Eigenvalue/vector AR AR/ 17) B
Elasticity S

Elementary probabilities & AHE 2
Elementary transformation theorem for

IR A AR 4 g B

Empirical Bayes method 856 D37 77v%
Empirical distribution function £ 7347 B £
Empty set 74

Entrance/Exit boundary it AN/t H U5
Entropy i

Equally likely 257 fig

Equilibrium 37

diffusion

Equilibrium measure P g
Equilibrium potential P47
Equivalent &2
Ergodic i /7 14 )

Ergodic state s PR AS

Ergodic theorem i [/ 1t 7€ B, % &P48 E #
PRIRBE AT
Errors in measurements Ml & % 7
Esscher {1 %%

Erlang distribution

Esscher premium

Estimation ftiit
Evidence level TE MK
Excess life Pl 5w

Exchangeable events 1] A2t 4

Exclusive HJx

Expectation H#iE{H

Expected total/average reward HAE2 ./~ F 354k
T

Expected infinitesimal displacement
YifE

Exponent $5%{

Exponential distribution 544> 1ii

FF3/

Exponential utility FaHH]
Extension ¥k
Extinction probability K%
Extrapolation HETE
Extremum H{E

Extremum principle M AE i 3
Extreme strength WA B S

F

Factorial [ 3¢

Factorization [KZ{7fi%

Fast Fourier transform 53% (& HL iH- 45 6

Fat tail AR

Filtration JEU; Wids; AEFERT sigma A%

Fisher information FEIRER
Fitness &
Failure rate function KRR KEL

Family of consistent distribution functions #H
Family of finite dimensional distribution

A PR 47 Aii o8 HUR

Family of infinitely divisible distributions 7
F3 I Ak

Family of self-decomposible distribution H 4}
fiee o A iR

Family of stable distribution £ %€ 73 Aii jf&

functions

F distribution F 74

Feller natural boundary 2% #l 5 SR 1U 5
Feller process I
Feller semi-group R

Feller transition probability %% #)%% £ {2
Field 1

Filitered Poission process i JiEVHFA 1L FE
Filter error JEP R ZE
Finite additivity A PR A bk

Finite process BRI
Finite-stage model A BRI A
Finite source queue A BRIEHEBA
Finite variance process A [R5 Z it 2

Fisher discrimination function %% /K J) 7! i
%

Fisher scoring method W IRk
Fokker-Planck equation &% -5 B 50 /7 #2
Forward slash 1EFHL

Fourier transform & B I 25

Frequency %

Frequency function B R
Frequency response function A0 i bR
%

F test F ®i
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B e
FEAA]
Fundamental identity for potential B

HARK

Fubini theorem
Fully separable

G

Gambler’s ruin problem &£ 1] @
Game EEANRES

Gamma distribution ' 7)4f

Gauss distribution e b 3 A

Gauss kernel =%

Gauss process AR
Generalized Poisson process | X yHFA L #2
Generalized linear model |~ S Z& {4457
Generating function A= % B 4

Generating function of tail probability JEHE
LA

Geometric Brown motion JL{i[ A7 Biz 5]

Geometric distribution  JUA[ /A7
Geometric probability — JU{A[HZ
Glivenko theorem M R e

Global maximum 4= & KE
Global minimum 4= & £ /ME
Gravity centre method ~ HFE/(»i%:
Group average method RSN

H

Hardy-Weinberg theorem SRS E IR
Harmonic function 11 p& %L

Hash mark H5 #

Hazardrate HEX

hessian %Bf%&
Heterogeneity &M

Holder’s inequality Holder RZ=,
Homogeneous FF>RAY

Homogeneous chaos 35X B 24X
Homogeneous premium principle F5>K{R 2%
JRIE

histogram  HJ7
hitting time & H A
hypergeometric distribution

Hessian matrix

B2

I

Identically distributed [543

Identity of moments %EAYEZEE T
Independent events #8F Jh 7 S {4
Independent identically distributed 737 [F] 53
Afi

Independent random variables 27 fEH L=
Indicator function ¥87~RKEL

incomplete information ~ATEER
increments ZE

Initial distribution F]454>* %0
impulse response Bkomnm R
independence Jhsr
indemnity (fRBE BY) & fF
indicator function R AESE S
infinite divisibility ~ FFRTE] 4>
infinitesimal mean L Z5/)\YE
inflation Ak

inner product AER
integrable BIEA:Y
intensity SR fE

interest rate FE
Integer-valued random variable #{EFE#1 3%
=

Integral 34>

Integrand #%FR K%L

Interarrival time %34 AR

Intersection 3Z 5

X [afhit

Interval Varlable XgZ&E

Invariant A&

invertible diffusion process o] Y EULFE

invertibility condition T] ¥ £&44

VAR IESE S GUAAESE 5

Inverse function W F %, KEE

puiR) I8 s}

inverse Gaussian distribution ¥ 58770

irreducible Markov chain R T] 45 /RF} Kk 5E
ERM

RIS

interval estimation

inverse cdf

inverse gamma distribution

interactivity

Ito integral
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J
Jensen’s inequality  FRFHFAET
Jackknife NIE

Jump point o[ 9=

Joint density function BXK& %5 FE BR%L

Joint distribution function BX& BREL

Joint probability distribution Bx & HEE 70
Joint probability formula BX SHEER/AT

K

Kalman filter FR/REIEK

K-means method K118 %

Kendall rank coefficient 5{&E/RFBFXE L
kernel density estimate 1% E Gt
Kolmogorov backward/forward equation 7}
REBT X mEERTTE

Kolmogorov test R}/REFE T K16
Kurtosis & &

L

Lagrange  fut& B H

Laplace transform $i7 35 $ #4546t
Law of large numbers K& f#
Law of small numbers /N E 1

Liability 3%
Light-tailed BRE
Likelihood  function Lh#R e %k

Limit theorems %[ & 2
Loading factor (£R%% ) ffur K1

Local martingale Jea S Ak
Local maximum J&3 & K&

Local minimum J&) &85 /ME

(VA= 24
Loeve criterion for mean square convergence
Loeve 77 WS SlHAE )
Logarithm X} 4§

Logistic distribution

Loction parameter

Logistic 734

Log-likelihood equation  XFEULISA T5 2
Log-normal distribution X ZEZA 7347
Logarithm distribution Xt o3 A

Loss function #52k% pf %

Loss system E |

Lower semi-continuous TS

M

Mahalanobis distance I i H T EE 25
Map Hi5f

Marginal density 171 5% &

Marginal distribution %74
Marginal utility 11 Fx 2 H

Markov branching process — H/R7] K437
TR

Markov chain IR ] K

Markov decision programming LR R
AL

Markov jump process BRER E /R Al Kt A2
Markov property IR ] Fe
Markov decision process /KA Ktk SR I B
Markov time I IR AT R[]

Martingale L

Martingale of finite variation A [ 7% 72 ik
Martingale of integrable variation 1 #5745 7= it
Matching problems G (7] &

Mathematical expectation %{2# %
Maximum inequality for submartingale T~ #
WAE A5

Maximum likelihood discrimination fz KALLSA

F5

Maximum likelihood estimate iz KILLIR{E 1T
Maximum rank process SN SN i
Mean YA

Mean absolute error ¥Rz

Mean square continuous criterion 33 /7 4L
7R U]

Mean-variance optimization ¥3J{E /7 % &
1k

Mean-variance theory #J{H /7 ZH i
Measurable A3l
Measurable function  RJ I &%

AL
Measurable set/space/transformation 7] Jl|£E
/23] /A4

Measure b

I EE =]

Measurable process

Measure space
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Median HALEL

Method of least squares /N -3feik
Method of moments FEAG T
Minimal Q-process /N Q iR
Minimax discrimination /N KK
Minimum variance unbiased estimate ~ #¢/)>

Ji ZE T

Minus &5

Mixed auto-regressive-moving average model
B R G A

Mode REL

Moments il

Moment about origin ~ Ji# s ER

Moment about centre HUG R

Absolute moment EZEPApEl

Moment generating function — FEREEREY, Z))
Monomial FL.IjF

Monotonic |

Monotone convergence theorem SR
JEH

Monotone decreasing -1 3% i,

Monotone function H.1f p&%{

Monotone increasing .1/ 11

Monte-Carlo method SR RIB T
Moral hazard TE A R
Motor insurance B[
Multinomial distribution £ W43 i

Multiple correlation coefficient & AHKE R
Multiple linear regression % E£gVE[A]H
Multiple target analysis EZ it aviniis

Multiplication 7%

Multimodal % I&fH]

Multinomial coefficient 2 i R %L
Multinomial distribution 2 W43 4
Multinomial theorem 2 T = &
Multiperiod model % 5T
Multivariate 2748 & 1, ZIGHI

N

Nash equilibrium 411 $2)
Nearest neighbor density estimate fx /T 48 % &
flitt

Negative binomial distribution 1 . Tj 7347

Net premium R
New information series R e

A T A K
- RORAR T
Neyman-Pearson theory W2 - /KB
Nonhomogeneous Markov chain JEF5 K 5 /R
PN
Non-Markovian process JFE1 /R AJ Kid #2

Newton’s binomial formula

Neyman-Pearson lemma

Nonnegative definite AEHE
Nonparametric estimation EZHfli i1
Nonparametric statistics EZH Gt
Nonrecurrent A~ F & 4 ]

Nonstationary time series  JEF-Aa ] 8] /5 41

Normal and Markovian process 1F 2% 5 /R A &
UK i
Normal distribution 1F 25434

Normal distribution B4
Normal equation ERT 2
Normal process IEA R
Normal white noise TEAS g

n-step transition probability (matrices) n
R MR AR
Null-recurrent &

Null-recurrent state 25 IR IR A&

0
H e £

Objective function
Oblique &1
Obtuse #iffi
One-unit maintainable system  H.3 4 A&

20

One-way analysis of variance H.[K ¥ %
paxil

Optimal equation RARTTHE
Optimal policy A R

Optimal linear recursive filtering it 2k Vi
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Optimal reinsurance B TR RS
Ordering of risks S
Option pricing WABUE

Optional sampling theorem AT 7= 1A 72 #E
Optional stopping theorem 4T =45 1f g £
Order statistic I vt &
Origin Ji &

Ornstein-Unlenbeck process O-U i £

Orthogonal 1EXZHY, HEMK
Orthogonal design IEAE Bt
Orthogonal factors model 12 [K| 4570

Orthogonal increment process 1FEAZ 34 & T2

ER A

Orthogonal invariance
Oval i 7E

P

Pairwise independence 7% 437,

Panjer’s recursion  Panjer i [A] (51%)
Paradox %18

Parametric estimation Z#{fi it

Parenthesis [A#55 ()

Pareto distribution 11 2+E /04

Partial (auto)correlation function fi( H )#H%

Partial estimate it
Partition problems %I| /3 [ &
Pascal distribution VRN S W]

Pascal’s triangle AT~ =F, =4

Path AT

Path vector AR ) =
Perimeter &

Periodic trend JE R A
Periodogram A

Permutation HE41, Bt
Permutation formulas B #2330
Persistent $F AfF1EH]

Physe space/type  AHA[7]/2Y
Piecewise function 4J-B{pR%L
Pipe symbol EIEFFS |

Point estimation J=XfNan
Poisson approximation JHFAITALL
Poisson distribution ARSI A

TERA RN B e 22
Poisson process TERATFE
Polar coordinates t%AA#HR

Poisson limit theorem

Polar set Es
Polynomial LI

Population SRS
Posterior distribution JEEsoaill
Posterior risk S 5 AU
Potential £
Predictable process CIgSSun
Prediction o]
Pricing EM

Positive dependence  1EAH{K
Positive homogeneous 1F 55X 4
Power 7

Power series 24

Power utility 7% H

Principal component TR
Prior distribution S8 A
Probability %

Probability density function 2% B bR 44
Probability distribution LR34
Probability generating function M3 £} 44

Probability measure N2
Probability of extinction A%
Probability space WEZR 7% ]
Process adapted to F F i it 2

Process of finite variation A [RZZZ T FE
Product rule FefR M)

Product space Fe A 7% [H]
Progressive process (Elager s
Proportional reinsurance  EU A7 P R[S
Pseudo random number  DFEALEL
Pure birth process alig e

Purely discontinuous martingale 2Kt

Q

Quadratic utility X
Quadratic variation {4}
Quality control Jii &% il

Q i #E
ML EL

Q-process
Quantile
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Quantile difference i
Queue discipline HE AR
Queue length YIS
Queueing process AR
Queueing system HE\ R 4t
R

Radius ¥4%

Radon-Nikodym theorem $i7 Z:-JE 7] T & #

Random continuous BEBLIZESE )
Random equivalent BEHLEEAT
Random event BEAL A
Random experiment e IRAE
Random number BEALEL
Random sampling BEALIhAE
Random sequence BEHLT 5]
Random variable BEMLAL &
Random vector IR
Random walk BENLIES)
Randomized sampling B /LA
Rank statistics Fegiit &
Rare event LA
Rayleigh distribution  Fij F) 43 4ii
Realization S

Rectangle K777F

Recurrent JMIMER], &% KA

Regression analysis  [A|JH73 47
Regression function  [A] 5 R 44
Regular process TR A
Regularization IENI|{L

Reliability function 7] 5 p ¢
Reliability of network system %% R4t 1]

SR

Reliability theory — AJ{5 EHit
Renewal equation S #1572
Renewal function 537 pR %L
Renewal process BB FE
Repeated trials 5 SZLG
Retention PREE A
Reward process M FE
Ridge regression &[R4
Riemann sums %22 fll

Riesz decomposition B 73 fi#

Right-angle H ff

Right(Left)-continous process A7 (/)% 4k

T

Risk PR
Risk aversion XU PR
Risk measure A& &
Risk neutral A Hh

Risk-neutral probability JXU: VL BEZ

Risk—return tradeoff JXJ%:UA 25 k4

Robust statistics ~ faf#giit
Round down [A] 45 A
Round up ] bx A\

Round up and round down VY& LA

Ruin probability  fif /= 2

S

Saddle point #4 /5

Sample FEA

Sample function FEA BRI %L
Sample mean FEAE
Sample media FEA AL
Sample point FEA 5

Sample quantile FEARDALEL
Sample space FEA 7 [H]
Sample variance FEARTT 2
Sampling Eiiived

Sampling theorem TR E 2

Sampling with/without replacement

i 4EIE i1V Ee

Scale function — JUJE¥ pREL
Scale invariance AR
Scale model REEREA
Scale parameter JXJEZH
Seasonal model ~ ZETT R

Second order process - I FE

Second order space [ 4% [

Semi-compact ~ F-'&

AT e/

Semigroup of constraction operator &4 % T

Semi-invariant -2 §
Separable LI
Separable set 1] /3 4E

Separate ratio estimation method 47/Z HuAti 11
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J7i:

Separation theorem (F L% 5t 24H6) 70 54 & BE
Sequence of likelihood ratios LA LL 7 %1
Sequential sampling 3 SR, T dhE
Serier system and parallel system & BCFI1Ff:
RS

Service in random order FfiAHL$5 7€

Sharpe ratio 5 3%, B EE
Significance level &K
Similarity  AH{BAME

Simple function ] #. pR %Y

{7 ER Al A

Single quote 5|5

A5

Singular branch/diffusion process
UK i

Skewness /&

EAF e

Simple sample

Singular

WAL

Solvency
Span F5f¥
Special homogeneous %% [H] 55K

Spearman rank correlation coefficient 7 /R

SRR AL

Spectral i

Spectral analysis #7347

Spectral decomposition theorem 1573 fi# 7€ ¥
Spectral density ~ HEE

Spectral function %K%K

Spectral measure RS

Spectral process T A

Spectral representation theorem 11 37 & #
Spherical EK{A[H]

Square 1E77 %

Square bracket 55 []
Square integrable martingale
Square root “FJ5 R

Stable FRIE 1)

Stable distribution F2 i€ 43 4f
Standard deviation — FR#EZE
Standard deviation premium A5 ZE {77
Standard normal distribution  F5 i 1IEZS 704
State KA

State space  RAZ[H]

State-transition-rate diploma IRZFEH FK
Static s )

IR

AR
Stationary autoregressive model
YRR AR
Stationary condition ~FFa 2%k
BRSUEPS
Stationary distribution “FFa 74

PR

AR 18] 7 41
Stationary transition probabilities “FFaf4 5%
P&

Stationary
PR el

Stationary correlative
Stationary point & £,

Stationary process

Stationary time series

Statistical inference  GtitHE kT
Steady state JEZA, FaiSs

Statistics Sl &

Step function 7Bt PR

Step function with probability 1
B e 4

Stepwise regression &5 Al
W IR VRS
Stirling formula  HiFFARA
Stochastic differential BEHL 7>
Stochastic field BENL
Stochastic independence [ifi B}t 714
Stochastic matrix FEHLEE 4
Stochastic process BEMLEFE
Stochastic simulation AL
Stochastic Volatility B/l 5l
Stopping time (2]

Stieltjes integral

Stop-loss reinsurance/transform/premium {5

IE4R PRS2 e/ TR B
Straight angle ¥

Strong consistent estimate  5EAH A At T
Strong law of large number 5 K %13
Strong Markov process 3Ry /R B} IS R
Submartingale S
Subaddivitity W GIpI I

Subset T4

Subtraction {7

Summation 11

Summable FJRF1H]

Summary statistics MEE St 11
Supermartingale TS
Support XA
BRI

Surplus process
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Survival function G () R

System of backward(forward) equations [ 5
GUpg !

Systemic risk 4 RGN
Systematic sampling & FtfliAf

Systematic risk R G R

Symmetry pap

Symmetric difference XfFRZE4)

T

T distribution T 434t

Test of hypothesis (F&E L

Tail Value-at-Risk FEFBAE R
Test of homogeneity FER A B
Threshold crossing AL

Time invariant system B[R] A2E &40
Time series I} 18] 77 41

R ) PR R R
Tolerance interval/limit 2% 2% [X [&]/F}2
Top-down premium calculation H_ % F{&
WA

Trajectory il

Transient 52 )

Transition function 4% K%

Transitivity &%

Transition matrix BRIEHIFE, R HFE
Transition probability ¥%FZf%

Trapezoid T

Trapezoidal distribution #7751

Triangle =¥

Trigonometric function — ffi BRI

Trimmed mean/variance/frequency VJ/&1
1H/77 22903

Truncated normal distribution ~ #E 1IEZ 4
A

T? distribution/statistics T 4} Afi/4uil &
Tweedie distribution  tweedie 7 Afi

Two step sampling method [ HliFETE
Two-way analysis of variance X{[K % /7 241
i

Toeplitz matrix

U
Unbiased estimate  Joffdi i1
Unbiased test T A 36

Underscore | XI/£&

Uniform distribution %] 4341 (— £ 43-40)
Uniform law of large numbers — £ KHUE 1H
Uniformly most powerful test —EUR A
e

Unimodal REEN2 3

Union Jf4E

Univariate $.AF 51

Utility function % FH 5%

\Y

Value-at-risk  E [ E
Variance 7%=
Variance function /7 Z R

Variance matrix J7 ZEFE R
Variance premium  J7 Z R 2%
Variation AR 72
Vertical FEEL[)

W

EXnl

Waiting time LRI [

Wald’s fundamental identity JK/RAEIEAR 2
iy

Weak compactness

Waiting system

8L

Weak convergence

Weak law of large number 55 K %43
Weakly stationary process 55 FFzid 2
Weibull distribution PR A
Weibull process FAu /R A2
Weight function estimate BBt v
Weighted average Y G )
White noise e A
Wiener process Yeghid 12

HEg-F 4T Re

Wiener-Levy process
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