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Abstract—Genetic programming is now a common research
tool in financial applications. One classic line oExploration is
their use to find effective trading rules for individual stocks or
for groups of stocks (such as amdex). The classic work in this
area (Allen & Karjaleinen, 99) found profitable rules, but
which did not outperform a straightforward “buy and hold”
strategy. Several later works report similar outcones, while a
small number of works achieve out-performance of by and
hold, but prove difficult to replicate. We focus hee on
indicating clearly how the performance in one suchstudy
(Becker & Seshadri, 03) was replicated, and we cayr out
additional investigations which point towards guiddéines for
generating results that robustly outperform buy-andhold.
These guidelines relate to strategies for organizinthe training
dataset, and aspects of the fitness function.

Keywords- stock trading, technical trading rules, genetic
programming

l. INTRODUCTION

Financial markets are complex and
environments in which groups of individuals, comipan
and other investors are competing for profit. Ehare
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all of which rely on the principle that price patte and
trends exist in markets, and that these can bdifigehand
exploited.

Common tools in technical analysis are the use of
indicators such as moving averages (the mean \Gfluke
price for a given stock or index over a given récime
period), relative strength indicators (a functidntloe ratio
of recent upward movements to recent downward
movements), and others. There have been a number of
attempts to use GP in technical analysis for aguyir
technical trading rules, and a typical strategyoissuch a
GP-produced rule to be a combination of techniediciator
‘primitives’ with other mathematical operations. i3 eads
to a ‘signal’. E.g. a GP approach may involve figlboth a
good buy signal and a good sell signal — that e oule
which, if its output is above 0, indicates thaisita good
time to buy, and a different rule indicating wheérsia good
time to sell.

The classic first attempts to use GP in techrigaling
analysis were by Chen and Yeh [5] and Allen and
Karjalainen [7]. However, although it was demonstiathat
GP could produce profitable rules for the stockhexge
markets, their performance did not show any excessns
when compared to the standard buy-and-hold approach

ever-changingBuy-and-hold’ simply means, for a given tradingripd,

buy the stock at the beginning of the period, agitiat the
end — hence, always a good strategy in a markdt tha

many opportunities in this area for advanced machingenerally moves up during the period. More recent

learning and optimization methods to be exploitat it is
now common to see applications of
computation applied to the financial markets [1en@tic
Programming (GP) [2—4] is particularly prominentt@rms
of the degree to which it has recently been applied
finance [5—12].

In this paper we focus on the specific area inrfoea
known astechnical analysis[13—16]. Usually used to
forecast future prices or price movements of spesibcks
or collections of stocks, technical analysis isimaricial
markets technique that forecasts the future doectdf
security prices via the study of historical markddta

(primarily price data and trading volume data). Man

different methods and tools are utilized in techhanalysis,

applications of GP in this context have been more

evolutionaryencouraging [8,17,18]

In particular, GP-evolved technical trading rulesich
can outperform buy-and-hold (at least if dividende
excluded from stock returns) have been found idistuby
Becker and Seshadri [19—21]. They adopted the dvera
approach of Allen and Karjaleinen [7] (which we Iwiéfer
to hereafter as “AK”), and introduced several clemg
which we discuss later. In work by others, Potvirale[12]
illustrated that the trading rules explored by G&h de
generally beneficial when the market is fallingvdren it is
stable, while Fransworth et al [22] also demonsttathat
GP can be used to identify predictable patternfinencial
asset prices.



One line of work has attempted to gain on the g~a
hold strategy by including risk metrics in the mulfor in
their evaluation). Typically, a risk measure such the
Sharpe ratio [23] is used to normalize the estimatte
financial return. Effectively, this downgrades the
performance of rules that promote trading in vidati
conditions, and therefore tends to promote the rg¢ioa of
rules more likely to be applied by investors. Fearaple, in
attempting to build on work by Fyfe et al. [6], whiused
GP to discover a successful buy rule, but which was
superior to buy and hold, Marney et al. [8, 17] ified this
work by including the use of metrics for calculatinsk;
however, the rules found in their work still didtremmpare
well with simple buy-and-hold strategy. Also, a dstuby
Cheng and Khai [10] using a modified Stirling retur
measure as a risk adjustment, but this did not keac
reasonable rate of investment profit after the daation
costs were taken into account. More recently, Mareteal
[25] used the Sharpe ratio and found that the feahn
trading rule in their study easily outperformed glienbuy
and hold, in terms of unadjusted returns; howewéren
returns were risk adjusted, it could be seen thahrtical
trading still underperformed simpler strategies.

Although we expect that the incorporation of risk
measures (particularly in the context of an appeter
multiobjective approach) will eventually yield bédite in
terms of robust trading rules, we are drawn figstie line
of work pursued in [7,19—21], in which Becker and
Seshadri were able to outperform buy-and-hold vi
modifying the AK approach. The remainder of thip@a
details the overall approach (section Il), takingrec to
ensure enough information is given for replicatipms is
not really the case in [7,19—21], and summarizes th
findings of several experiments that start to réveav GP
might be used to reliably produce technical tradings that
can outperform buy-and-hold (section Ill); we theswve a
concluding discussion in section IV, and point toeve the
reader may obtain our code for further experimémat

II.  THEAK APPROACH AS MODIFIED BYBECKER AND

SESHADRI

A. Overview

The approach we experiment with in this paper seba
on that in [19,21] which in turn modified AK [7].t&dard
GP is used, with a function set comprising a comisetnof
arithmetic, Boolean and relational operators, while
terminal set comprises a collection of basic tecdini
indicators, along with real and Boolean constaaisl real-
valued variables (such agtock pricgé. An example of a
specific rule found by [19] is in Fig. 1.

Ynarket and the rule becomdalse then sell.”.

(ma2) (MA10) ( t ) (Mx-2)

Figure 1. Example of a trading rule found by GP.

The interpretation of the rule in Fig. 1 is as dalb.
“the 3-month moving average (MA-3) is less thanltveer
trend line (t) and the 2-month moving average (MAi®
less than the 10-month moving average (MA-10) amel t
lower trend line (t) is greater than the secondvipres 3-
month moving average maxima (MX=2) It therefore has a
Boolean result, either true or false. A rule leémigrading
behaviour as follows: “If you are currently outtbe market
and the rule yields true, thdmy; if you are currently in the
This
procedure assumes a fixed amount to invest (e.@0®}1
whenever there is a buy signal.

We explain the approach in more detail in the
remainder of this section, paying particular atamto the
fitness function; this description includes sevdsey} details
that were not explicit in [7,19,21], but which weave
discovered essential in order to achieve apprapriat
replication and good performance. The approachxpéaim
is that of Becker and Seshadri, and we note heee th
modifications they made to the AK approach. Theseew
the use of monthly data rather than daily datag@duced
function set, but a larger terminal set, with mndicators;
the use of a complexity-penalising factor in thendss
function to avoid over-fitting; modifying the fitse function
to consider the number of periods with well-perfomgn
returns, rather than just the total return overtést period.

Finally, the date we use (same as [7,19—21] is the
Standard and Poors 500 (S & P 500) index (see Fig-
that is, our ‘portfolio’ is simply the fixed set &00 stocks,
which, aggregating over all of the included stoakse us a
daily price indicator, such as the opening priceg. Ehe
value for a given day is the sum of the openinggsriof all
S&P500 stocks for that day. Actually, there arerfeuch
indicators per day: opening price, closing pricailydlow,
and daily high. As indicated, we work with monttdgta —
that is, 12 sets of values per year, where opearseclliow



and high for a particular month are taken to bspeetively:
the opening price on the first day of the montle, ¢hosing
price on the last day of the month, the lowestegrigached
during the month, and the highest price reachethgiuhe
month.

B. Function and Terminal Sets

The function set comprises simply the Boolean dpesa
and, or and not, and the relational operators ><andhe
terminal set comprises the following (explained nrore
detail below):

e opening, closing, high and low prices for the cotre
month;

e 2,3,5and 10-month moving averages;

» Rate of change indicator: 3-month and 12-month;

The excess return is simplf= =1 — T, , wherer is the

return on an investment of $1,000, ang, is the
corresponding return that would have been achiesaty a
buy and hold strategy. To calculateve use [7,19,21]:

F= YO+ 01,0 i)

where: I, =logR, —logP_, - indicating the
continuously compounded return, whepgis the price at
time t. Meanwhile,l(t) indicates the buy signal, and is 1 if
the rule indicatesbuy at timet, O otherwise. Similarly
defined is the sell signalgt). The first component of
therefore calculates the return on investment tvertimes
when the investor is (as guided by the rule) inrttaket. In
the second componemnt(t) indicates the risk-free return,

- Price Resistance indicators: the two previous 3Which is taken for any particular dayfrom published US
month moving average minima, and the twolreasury bill data (these data are available from

previous 3-month moving average maxima;

http://research.stlouisfed.org/fred/data/iratesfte Hence,

Trend Line Indicators: a lower resistance line base the second component represents time out of theetan

on the slope of the two previous minima; an uppe,vvhich it is assumed that the investor’'s funds aaéntained
resistance line based on the slope o,f the twdn an account earning a standard risk-free intefésally,

previous maxima.

The n-month moving average at monthis the mean of the
closing prices of then months fromm back to month

the third component is a correction for transactosts. The
cost of a single buy or sell transaction is assunwede
0.25% (i.e. 0.0025) — e.g. $2.50 for a transactibmolume
$1,000. The number of transactions actioned duthmey

m—(n-1). Then-month rate of change indicator measured aP€riod by the rule isn. This component estimates the

month m is: (€(m) —c(m-(n—1))x100)£(m-(n-1)), where
c(x) indicates the closing price for monthPrevious maxima

compounded loss from the expenditure on transation
The second main part of the fitness functiog, is

MX1 and MX2 are obtained by considering the 3-monthc@lculated as:

moving averages at each point in the previous 12tinso Of
the two highest values, the one closest in timéhéocurrent

month is MX1, and the other is MX2. the two prewou

minima are similarly defined. Finally, to identifyend line
indicators, the two previous maxima are used tindedf line
in the obvious way, and the extrapolated valuehat tine

from the current month becomes the upper trend lin

indicator; the lower trend line indicator is defihsimilarly
by using the two previous minima.

C. The Fitness Function

The fitness function has three main aspects. Rrsthe

‘excess return’. This indicates how much would haeen
earned by using the trading rule, over and abogerdkurn

from a buy-and-hold strategy. The other two aspetthe

fitness function were introduced by Becker and 8dshto

avoid overfitting. These were a modification tanéss that
preferred trading rules to be less complex, andirthdr

modification that considered ‘performance consisgen
(PC). The details of the latter components werectedr in

Becker and Seshadri’'s publications, but the methads
describe are able to achieve results consistehttiirs. We
now deal with each aspect of the fitness functiotuin.

1-c
r, =) r+In(——
bh z t (1 +C)
wherer; is as indicated above. Hence it calculates thamet
over the period from risk-free investment in US a3ery
bills, involving a single buy transaction.

The excess returrE, calculated as described, was
%riginally the objective function in [7], but imprements are
recorded in [19,21] by adopting measures to coantaver-
fitting. One of these is an adjustment to fithessoading to
the size of the tree. Given a fitness vafudhe adjusted
fithess becomesfnax(5depth, wheredepthis the depth of
the tree being evaluated, and the constant 5 esired’
depth. Clearly there are many ways to adjust firtestake
account for tree complexity, and we simply adogt $kated
method, since this is what was used in [19,21]. Gtier
aspect of the fitness function which led to moresistent
results was as follows, which we caPerformance
Consistency{PC). The excess retuknis calculated for each
successive period oK months covering the entire test
period. The value returned is simply the numbethefse
periods for whichE was greater than both the corresponding
buy and hold return (from investing in the indexepvhat
period) and the risk-free return during that peridebr
example, for 12-month periods and a 5 year tesogethere
are 5 such successive periods — the fitness vatuened is
therefore simply an integer from O to 5.



Finally we can state the objective functibused in this e Splitl: 31 yrs trainingN=12,K=5
work: the fitness of a GP tree was the PC-baseddt (i.e. a «  Split2: 31 yrs trainingN=8, K=8
number from O tX, where there werk¥ periods covering the «  Split3: 31 yrs trainingN=9, K=9
test data), adjusted for tree complexity yrax(5depth.

In [7,19,21] the same training period is used, wékting

D. Operators and Initialisation onIy_ on the_ subsequent 12-year period. Althc_)ugh not

) i explicit, we think that the rules were chosen fealaation in

We used the four mutation operators described byehme [7,19,21] via what we call regime 1. In Fig. 2, sleow the

[3], as follows: _ S&P Index during the years 1960—2008, indicating th

*  The grow mutation operator: randomly selects d leagitferent splits used in the experiments. Noticevhthe
from the tree and replaces it with a randomly gateer  gifferent splits explore salient challenges for thele
new subtree. . development process. In Splits 2 and 3, when etialua

« The shrink mutation operator: randomly select arvegime 1 is used, the test period is one in wHighrharket
internal node from the tree and replace the subtregrew strongly, at a faster overall rate than duthegtraining
below it with a randomly generated terminal node. period. Outperforming B&H is always a stringent ltdvage,

* The switch mutation operator: randomly select arbut moreso in such a period of growth. In split the
internal node from the tree and reorder its argumenchallenge is more varied, with the test period coge9
subtrees. years of growth followed by 3 of decline. Meanwhiehen

» The cycle mutation operator: select a random naue a regime 2 is used for Split 1, we expect validatmrer a
replace it with a new node of the same type. If avaried period (splitl V) to help select a rule tpatforms
terminal node is selected, then it is replaced by avell in a growth-only period. Again, this is a sifizant
terminal node. If an internal node is selectednthiés  challenge to outperform buy and hold. With splitar®l 3,
replaced by a function that takes an equivalentb@im regime 2 is challenged to produce a rule that perowell
of arguments. over a period that is roughly half decline and hatiwth,

We used standard subtree-swap crossover [2]. #inak  despite training and validation being done overigoisr

note that the population was initialized by growtnges to a  largely in growth,

maximum depth of 5, however no constraint was plame We experimented also with the evaluation periodhiwi
tree size beyond the initial generation, other ti@pressure the Performance Consistency (PC) term of the fitnes
towards compact trees offered by the objectivetfanc function. In Becker and Seshadri’'s work, the empilent of

the PC term clearly results in improved performafthes is
also true in our replication; we omit the compamatiesults
Il EXPERIMENTS for reasons of space). However they only repottheruse of
12-month periods. We experiment with four differmgths
A. GP Parameters for the “PC period”, namely 6, 12, 24 and 30 monffsese
In all the experiments we describe, the GP systexs &s  are referred to later as PC6 PC12, PC224 and PC36.
described in the last section, and used a popuolaioe of
500. In each generation, the current best was dapie the
next generation, and the remainder were the proofué99
offspring-production events in which each such éwveas:
decide crossover (probability 0.7) or mutationcibssover,
select two parents by rank-based selection, perfor

. . ) Training period
crossover; if mutation, select one parent, andyappitation P

(choosing uniformly from the available mutation cders). e A

Each run continued for 50 generations. Splitl V [T
spitav| T

B. Data Period and Fitness Period Variation Spiit 2 V] T |

In a given experiment, a 31-year period (in commith [7]

and [19] is used for training — this is 1960—19Bbwever, ™ = @ e e

we explored two different regimes for choosing and

evaluating a rule from the training run. In regirbe the

fittest rule found during training (as measuredtomtraining Figure 2. The S&P500 index over the periods examined. Thiitig.

date) was applied to test data in an immediatetgeeding period is 1960—1991, and'three o!ata Sp_hts are shtW indicates e|_ther
. . . a test set used for evaluation regime 1, in whadedhe rule tested is the

pef"?d of N yea_rs. In reg'me two, eac_h rule fou_nd dur'ng one that performed best over the training peridd.ridicates the test set

training was validated against the ensuihgear period, and for evaluation regime 2, in which case the ruléess the one which,

the rule that was best during this validation periwas during training, performed best on the “V” period.

chosen, and tested over a period from yearN31+to

31+N+K. These two regimes were each explored for 3 data

period splits:



C. Results

Following many preliminary investigations, which
converged on confirming that the parameters arategfies
recorded in the previous section were consisteti tie
performance reported in [17, 21], we performedusreach
for each of the 24 scenarios (3 data Splits, 4 Bfbgs, 2
rule selection and evaluation regimes). All resutie

To help digest the raw results in Table I, Table I
provides summary notes, focusing on the test sefiteefor
each regime, as a function of the data splts.

TABLE II. SUMMARY NOTES COMPARING DIFFERNET SETUPS

summarized in Table I. In the table, each row iatlis the
mean over 10 runs of two pairs of related figufésst we

Results — evaluatioResults — evaluatiof
regime 1 regime 2

Experiment Setup

give the mean excess over Buy and Hold duringriaing
period. That is, if investing $1,000 in a buy amddnstrategy

Split 1: 12 years V,
5 years T (see fig
2)

Always  outperformed| Consistent but modest
B&H, for all PC periods,| excess over B&H,
by around 60—80% around 5—10%,

would yield $5,000 over the training period, and ffelected
rule yielded $20,000, this value would be $15,006xt, we
express the latter as a ratio — the return fronrdaledivided
by the return from buy-and-hold. Note that these figures

Modest excess over Around 50-80%
B&H for PC6 and PC12] improvement over|
but loses to B&H for| B&H, consistently
longer PC periods. better, in all PC
periods.

Split 2: 8 years V,
8 years T (see fig
2)

are of course the same for regimes 1 and 2. Tl fivo
columns are more interesting, again expressingeiuess
and ratio in comparison to buy and hold, but thieton the

appropriate test set.

Split 3: 9 years V, 9
years T (see Fig. 2)

Modest improvemt ove
B&H for PC6 and PC12
but loses to B&H in
longer PC periods

Consistently ~ 250—
300%  improvement
over B&H, for all PC
periods.

TABLE 1. SUMMARY OF RESULTS FOR EACH DATA SPLITPCPERIOD
AND EVALUATION REGIME
Data | PC Eval. | Excess | Excess| Excess| Excess
split | Period over over over over
BH BH BH BH
(train) | (train | (test) | (test/
/ratio) rato)
1 $1,919| 1.73
1 6 5 $19,750| 4.38 $142| 1.09
1 $175| 1.05
2 6 5 $17,890| 4.46 $611] 153
1 $588| 1.13
3 6 5 $23,800| 5.36 $1081] 2.78
1 $2,283| 1.87
1 12 5 $29,135| 6.39 $107 | 1.06
1 $5| 1.002
2 12 5 $33,077| 7.06 $6911 161
1 $358| 1.08
3 12 5 $37,413| 7.86 $1.037] 2.70
1 $1,706] 1.65
1 18 5 $46,641| 8.63 $103 1.06
1 -$492| 0.87
2 18 5 $39,022| 8.15 $871] 1.76
1 -$437| 0.90
3 18 5 $41,161| 8.54 $1.200| 3.14
1 $1,788| 1.67
1 24 5 $43,364| 8.95 $98 | 1.06
1 -$491| 0.86
2 24 5 $39,249| 8.19 $655 | 1.57
1 -$736| 0.83
3 24 5 $44,211| 8.92 $913 | 2.49

As we can see from the results in Table I, andrthei
summary in Table I, the use of evaluation regimeir?
which the rule we select for trading is one thas haen
cross-validated on an intervening period, providgesre
reliable and consistent results. This in itselfias surprising,
but it suggests that this additional protectionigtaover-
fitting (over and above the measures used in tdef the
fithess function) is worth using. This approach afs
yielded rules that outperformed B&H and risk-free
investment, whether the market was consistentlyngis
during the test period (Split 1) or mixed (Splitsa@d 3),
although the excess over B&H for the consistenityng
market was modest, but was far from trival.

When Split 1 was used (corresponding to the trgiaind
test set used in [7,19,21], we find that regimad glso used
in [7,19,21] always outperforms B&H, but this istrem for
the other data splits. Regime 1 simply means usithg
available data fully for the training process, withe
intention of putting the resulting chosen rule iofieration at
the first opportunity after training — in practiayr data split
1, regime 1, evaluates how well this strategy waoubdk if it
were currently the end of 1991, and we generatsiiasegy
(training on 1960—1991 data) to use from 1992 odwalt
is quite attractive to use all available data iis tvay, and
this is clearly what was done in [7,19,21]; howeveur
experiments suggest that the positive performancthese
works was probably lucky, since this strategy iit ldtely to
overfit, and is sensitive to the data split. Eakiray the most
recent period to use as a validation set (regimis 2)early
more successful.

IV. CONCLUDING DISCUSSION

The discovery of technical trading rules by Genetic
Programming is an interesting and active threackséarch,
in which a string of research articles have bedslighed in



the past decade, exhibiting varied levels of succdhe [3]
chief difficulty is that, although successful rulean be
found, these are often not competitive with the Imsienpler
strategy of exploiting the opportunity for riskdre [4l

investments, or (in upwardly moving markets) usinguy-
and-hold strategy for the test period. Some work $teown
success in that regard, however [19,21], and wee hays]
replicated and explored that work further in thaper. In
particular, we have shown that the basic setup used

[19,21] is sensitive to the data periods involvadd it is  [6]
clearly better to use a validation set to choosertife. And,
concerning period length in theerformance Consistency 7

aspect of the fitness function, shorter periodsmseeore
robust — in our experiments the only examples of[8]
underperformance compared with buy-and-hold ocdurre
with longer periods of 24 months and 18 monthshlwaith

the simple regime 1 evaluation setup).

So, with modification to the approach used for ciog  [9]
the rule to evaluate by using a validation set,equreriments
find that the Becker & Seshadri variations on thginal AK  [10]
approach can provide robust out-performance ovgrana
hold. Such out-performance is revealed in thredemdint
data-split scenarios, one involving an upward madkeing [11]

the text period, and the other two being more ielat
Interested researchers can pick up our source atde
http://www.macs.hw.ac.uk/~dwcorne/gptrcode. [12]
Although the work reported here has some clear
limitations — e.g. we intend to explore a much widage of

data splits, and gain an understanding of how pmdace [13l
varies given the nature of the market movementshan

training, validation and test periods — this hawes as a [14]
basic replication, validation and extension of #pproach, [15]
and confirms this line of work as promising for ute (16]

exploration. Additional directions include the usemulti-
objective formalizations, to provide a more prinegoway to
handle both the performance consistency and corityplex
aspects of the fithess function, and also we wbkddto do a
comparison with gene expression programming, wlch
now being explored in financial applications [lin&ly, we
note that one of the major differences between Aifiginal
work and Becker & Seshadri's improvement was thezano [18]
from daily to monthly trading. It is not clear whet or not
the current approach will be successful (in ternfs
outperforming buy-and-hold) in the context of daily even
weekly, trading. The contributing factors in thiglude the
general volatility in the market, and how this eariover

(17]

O[19]

different timescales, as well as the relativelyfeddnt  [20]

challenges for optimization that emerge from lamgdgiasets.

These are all issues we are exploring in ongoindgwo [21]
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